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Introduction 
Welcome to the second edition of the EU FP7-funded-
project CO2QUEST newsletter, highlighting the most 
recent technical developments since tƘŜ ǇǊƻƧŜŎǘΩǎ 
commencement in March 2013. The CO2QUEST 
consortium, led by Prof. Haroun Mahgerefteh at 
University College London (UCL, UK) comprises 9 other 
ǇŀǊǘƴŜǊǎΥ .ǳƴŘŜǎŀƴǎǘŀƭǘ ŦːǊ DŜƻǿƛǎǎŜƴǎŎƘŀŦǘŜƴ ǳƴŘ 
Rohstoffe (BGR, Germany), Uppsala University (UU, 
Sweden), Dalian University of Technology (DUT, PR 
China), Environmental & Water Resources Engineering 
Ltd. (EWRE, Israel), Imperial College London (ICL, 
[ƻƴŘƻƴύΣ Lƴǎǘƛǘǳǘ bŀǘƛƻƴŀƭ ŘŜ ƭΩ9ƴǾƛǊƻƴƴŜƳŜƴǘ 
Industriel et des Risques (INERIS, France), National 
CentrŜ ŦƻǊ {ŎƛŜƴǘƛŦƛŎ wŜǎŜŀǊŎƘ Ψ5ŜƳƻƪǊƛǘƻǎΩ όb/{w5Σ 
Greece),  Onderzoekscentrum voor Aanwending van 
Staal (OCAS, Belgium), and the University of Leeds 
(UoL, UK). 
CO2QUEST addresses the fundamentally important 
issues regarding the impact of the typical impurities in 
the gas or dense-phase CO2 stream captured from 
fossil fuel power plants on its safe and economic 
transportation and storage. The above involves the 
determination of the important CO2 mixtures that 
have the most profound impact on the pipeline 
pressure drop, compressor power requirements, 
pipeline propensity to ductile and brittle facture 
propagation, corrosion of the pipeline and wellbore 
materials, geochemical interactions within the 
wellbore and storage site, and the ensuing health and 
environmental hazards. Based upon a cost/benefit 
analysis and whole system approach, the results will in 
turn be used to provide recommendations for 
tolerance levels, mixing protocols and control 
measures for pipeline networks and storage 
infrastructure. 
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Pipeline Pressure Drop and 
Compressor Requirements 

 
S. Martynov, S. Brown, and H. 
Mahgerefteh  
University College London, UK 

 

UCL is developing steady-state and transient-flow 
computational fluid dynamic (CFD) models for 
pipeline networks, to study the impact of 
impurities in the CO2 stream on the flow 
behaviour during normal operation and pipeline 
failure. The latter involves coupling of the 
pipeline decompression code with a model 
representing running pipeline fracture, which is 
being developed by OCAS. 

 

Compressor Power Requirements  
Minimising the pressure drop and avoiding two-
phase flows within CO2 pipeline networks are 
essential for reducing compressor power 
requirements. This is critically important given 
that the compression penalty for CO2 capture 
from coal-fired power plants is estimated to be as 
high as 12% [1].  

In order to evaluate the impact of CO2 impurities 
on compressor power requirements, a 
thermodynamic analysis method is applied to CO2 
streams captured using oxy-fuel, pre-combustion 
and post-combustion capture technologies, the 

compositions of which are detailed in Table 1. 
The analysis is performed for several methods of 
compression previously recommended for pure 
CO2, including the following options [2]: 

 

ω Option A:  Using the centrifugal integrally-
 geared multistage compressors. 

ω Option B:  Using supersonic axial 
 compressors. 

ω  Option C:  Using compressors combined 
 with liquefaction followed by pumping. 

 

 Oxy-fuel Pre-
combustion 

Post-
combustion 

/hі ό҈ ǾκǾύ 81.344 98.066 99.664 
O2 (% v/v) 6.000 - 0.0035 
N2 (% v/v) 8.500 0.0200 0.2900 
Ar (% v/v) 4.000 0.0180 0.0210 
NO2 (ppmv) 609.0 - 38.800 
SO2 (ppmv) 800.0 700.00 67.100 
H2O (ppmv) 100.0 150.00 100.00 
CO (ppmv) 50.00 1300.0 10.000 
H2S (ppmv) - 1700.0 - 
H2 (ppmv) - 15000 - 
CH4 (ppmv) - 110.00 - 

Table 1. /ƻƳǇƻǎƛǘƛƻƴǎ ƻŦ /hі ƳƛȄǘǳǊŜǎ ŎŀǇǘǳǊŜŘ ŦǊƻƳ 
oxy-fuel, pre- and post-combustion technologies, 
adopted in the present study [3]. 

 

Fig. 1 shows an example of calculation of 
thermodynamic paths of multi-stage compression 
combined with intercooling relative to the phase 
envelopes for pure and impure CO2 streams, 

 
Figure 1. ¢ƘŜ ǘƘŜǊƳƻŘȅƴŀƳƛŎ ǇŀǘƘǎ ŦƻǊ ŎƻƳǇǊŜǎǎƛƻƴ ƻŦ ǇǳǊŜ /hі όŀύΣ ŀƴŘ /hі ƳƛȄǘǳǊŜǎ ŦǊƻƳ ƻȄȅ-fuel (b), pre-
combustion (c), and post-combustion (d) capture, using compression and pumping with supercritical liquefaction. 
Note that the compressor inlet  pressure is 1.5 bar for pure CO2 and post-combustion streams, and 15 bar for the 
per-combustion and oxy-fuel streams. 
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whilst Fig. 2 shows the power consumption for 
each compression strategy (options A, B and C)  
for mixtures indicative of all capture 
technologies. 

Figure 2. Power demand for multistage compression 
όƻǇǘƛƻƴǎ !Σ . ŀƴŘ /ύ ƻŦ ǇǳǊŜ /hіΣ ƻȄȅ-fuel 
(raw/dehumidified), pre- and post-combustion 
streams (Table 1). 

 

In particular, Fig. 2 shows that in agreement with 
the data published in the literature, the 
integration of the multi-stage compression with 
liquefaction and pumping (Option C) can greatly 
decrease the total power consumption 
(combining the power of compression and inter-
cooling) when compared to conventional gas-
phase compression (Option A). This option is 
particularly attractive for compression of almost 
ǇǳǊŜ /hіΣ ǿƘŜƴ ƭƛǉǳŜŦŀŎǘƛƻƴ Ŏŀƴ ōŜ ŀŎƘƛŜǾŜŘ 
using utility streams at 20 °C for a post-
combustion mixture of purity 99.6 vol %, and 8 °C 
for a pre-ŎƻƳōǳǎǘƛƻƴ ƳƛȄǘǳǊŜ ό/hі ǇǳǊƛǘȅ 
approximately 98 vol %). At the same time, the 
cryogenic temperatures needed for liquefaction 
of oxy-ŦǳŜƭ /hі ǎǘǊŜŀƳǎ ŎŀǊǊȅƛƴƎ тп-85 vol% of 
impurities, may require use of extra power for 
refrigeration. Clearly, such information forms the 
ŦƻǳƴŘŀǘƛƻƴ ŦƻǊ ǇǊŀŎǘƛŎŀƭ ƻǇǘƛƳƛȊŀǘƛƻƴ ƻŦ /hі 
compression, which should not be performed in 
conjunction with other processes involved in CCS 
ŎƘŀƛƴΣ ǎǳŎƘ ŀǎ ǘƘŜ /hі ŎŀǇǘǳǊŜ ŀƴŘ ǘǊŀƴǎǇƻǊǘΦ 

 

Non-isothermal Steady State Flow Modelling 
To evaluate the impact of CO2 impurities on 
pressure drop in pipelines, UCL is applying a 
previously developed computer model for the 
calculation of one-dimensional, transient,  
compressible, multiphase flows in pipes. This 
model accounts for both flow and phase-
dependent viscous friction, and heat transfer 
between the transported fluid and the pipeline 

environment [4, 5]. The model is being applied to 
study the impact of variation in concentration of 
CO2 stream impurities at the inlets of a 
hypothetical pipeline network, upon the pressure 
and temperature profiles along the pipeline and 
the delivery composition for a given flow-rates 
and temperatures of the feed streams. 

 

Fig. 3 shows an example of the considered 
realistic pipeline network, transporting CO2 from 
Cottam and Drax power stations to the 
sequestration point at Morecambe South in the 
East Irish Sea. 

 

Figure 3. UK CCS network, 2010-2020. 
 

For a pipeline network configuration shown in 
Figure 3 the analysis of the steady-state pressure 
drop and temperature profiles has been 
performed for CO2 mixtures carrying various 
impurities, including water, argon, nitrogen and 
oxygen, which are typically present in the oxy-
fuel combustion CO2 stream.  
 
The model developed can be applied to perform 
sensitivity studies to identify impurities having 
the most adverse impact on the CO2 pipeline 
transport. 
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Predicting PVT CO2-brine Mixtures 
Behavior sing ePC-SAFT with 

Application to CO2 Geological Storage 
 
G. Boulougouris, D.M. Tsangaris, and 
I. Economou 
National Centre for Scientific Research 
Demokritos (NCSRD), Greece 

 
Accurate modelling of the storage of CO2 injected 
into subsurface formations requires accurate and 
efficient fluid property models. Currently, NCSRD 
is working on the development of an equation of 
state (EoS) based upon the Perturbed Chain-
Statistical Associating Fluid Theory (PC-SAFT) that 
accounts explicitly for electrostatic (Coulombic) 
interactions that occur in CO2-brine (H2O-NaCl) 
mixtures.   

Challenges arise in developing such a model due 
to the fact that electrostatic interactions are 
long-range intermolecular interactions that affect 
significantly the thermodynamic and transport 
properties, and the phase equilibria of the 
mixtures. Because of their long-range nature, 
special treatment is needed. Debye-Hückel 
theory, originally developed for close to infinite 
dilution electrolyte solutions, is incorporated in 
the PC-SAFT framework.  The so-called electrolyte 
PC-SAFT (ePC-SAFT) is being developed and 
incorporated into the Physical Properties Library 
(PPL), the thermodynamic software package 
developed by NCSRD during the CO2PipeHaz 
project (EC FP7 project number 241346). 

The model developed in this work, is initially 
validated for the prediction of H2O-NaCl 
properties, namely density and phase equilibria, 
and is subsequently extended to the modelling of 
H2O-CO2-NaCl mixtures.  Modelling results show 
that significant binary parameter adjustment is 
needed in order to obtain good agreement 
between literature experimental data and model 
correlations. 
 
Model description 
PC-SAFT is a statistical mechanics based EoS 
rooted to perturbation theory, where the 
intermolecular potential is written as a sum of a 
reference (dominant) term and a perturbation 
term.  Accordingly, the residual Helmholtz free 
energy, A, is written as a summation of 
contributions from different types of 

intermolecular interactions, that include 
repulsive, dispersive and association (hydrogen 
bonding) interactions.   

In the ePC-SAFT extension, explicit account of 
electrostatic interactions is included.  As a result, 
ePC-SAFT is expressed as: 
 

R ideal

hs chain disp assoc ion

A A A

RT RT RT

A A A A A

RT RT RT RT RT

= - =

å õ
+ + + +æ ö

ç ÷

 (1) 

 
where T is the temperature, R is the gas constant 
and superscripts R, hs, disp, chain, assoc and ion 
indicate residual, hard sphere, dispersion, chain, 
association and ion-ion interactions. The 
individual terms are written in terms of 
temperature and density and can be found in 
recent publications from the NCSRD group [6-8].   

The ion-ion term is based on Debye-Hückel 
theory according to which: 
 

2
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where jx  and jq  are the mole fraction and the 

charge of ion j , respectively, and Bk  is the 

Boltzmann constant.  The theory treats the 
solvent as a uniform dielectric continuum with 
dielectric constant (e). Ions are spherical species 
that can approach each other to the distance ja  

which is equivalent to the ion diameter js .  The 

quantity jc  in Eq. (2) is defined as: 
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and k is the inverse Debye screening length 
given by: 
 

2

2N

j j

B j

e
z x

k T

r
k

e
= ä  (4) 

 

where Nr  is the number density of the system 

and jz  is the charge number for ion j . 

In PC-SAFT, pure non-associating fluids are 
characterized by three parameters that account 
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for the molecular size: 'm' which corresponds to 
the number of spherical segments per molecule;  
's' which corresponds to the segment diameter; 

and the strength of intermolecular energy ( Bke ) 

that corresponds to the segmental potential 
energy parameter.  For pure associating fluids (in 
this case H2O), two additional parameters are 

used for the associating energy per site ( AB

Bke ) 

and associating volume per site ( ABk ). These 
parameters are typically fitted to experimental 
vapour pressure and liquid density data from low 
temperatures up to near the critical temperature.  
In addition, the number of associating sites per 
molecule varies from component to component.   

Literature parameters were used in all 
calculations unless stated otherwise.  For the 
case of water, two different models were tested:   

(a) A 2-site model with parameters proposed in 
the original development of the PC-SAFT 
model for associating fluids [9]. This model 
will be referred to as H2O model 1.       

(b) A 4-site model with parameters proposed by 
Diamantonis and Economou [10] that 
provided accurate correlation of H2O-CO2 
phase equilibria over a wide temperature 
range. This model is referred to as H2O model 
2.   

The parameters for all components examined are 
provided in Table 2. 

 
Model validation 
Pure Component Property Predictions ς The case 
of H2O      
 
The newly implemented ePC-SAFT model was 
initially validated for pure H2O vapour pressure 
using experimental data [11]. In Figure 4, 
experimental data and predictions from the two 
sets of parameters of Table 2 are shown.  The 
overall agreement of both of the models with 
experimental data is reasonable.  The percent 

average absolute deviation  (% AAD) is 1.91 % for 
the case of PC-SAFT and 2.84 % for the case of 
ePC-SAFT. 

Figure 4. Vapour Pressure of H2O in the temperature  
 
Binary Mixture Property Predictions ς The case of 
H2O ς NaCl    
 
The ePC-SAFT model was tested for the 
prediction of density for H2O-NaCl mixtures at 
various temperatures and pressures. 
Experimental data and predictions from the two 
H2O models are shown in Figure 4 for pressure of 
10 MPa at NaCl concentration of 0.5 M. In all 
cases, the agreement between experimental data 
and model predictions is very good.   Similar 
results are obtained for pressure of 50MPa. 
 

 
Figure 5. Density of 0.5 M NaCl aqueous solution at 10 
MPa. Experimental data (points) [12], and ePC-SAFT 
predictions using Model 1 (solid line) Model 2 (dashed 
line). 

Component m ˋ ό)ύ ʶκὯ  
(K) 

Ⱡ═║Ⱦ▓║ 
(K) 

ⱥ═║ Nassoc 

H2O (1) 1.0656 3.001 366.512 2500.67 0.034868 2 

H2O (2) 2.1945 2.229 141.66 1804.17 0.2039 4 

CO2 2.6037 2.555 151.04 0 0 0 

Na
+ 

1 1.6262 119.806 0 0 0 

Cl
- 

1 3.5991 359.66 0 0 0 

  Table 2. PC-SAFT / ePC-SAFT pure component parameters for the components. 
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Binary Mixture Property Predictions ς The case of  
H2O-CO2. 
 
The PC-SAFT accuracy to represent the H2O ς CO2 
phase equilibria over a wide temperature and 
pressure range has been examined extensively by 
Diamantonis and Economou [10] who used 
different schemes to account for strong 
intermolecular interactions between H2O and CO2 
molecules. In Figure 6, experimental data and PC-
SAFT predictions (kij = 0.0) with model 2  for H2O 
ς CO2 VLE at 323.15 K are shown. The agreement 
between experiments and model is very good in 
all cases. Similarly, excellent agreement was 
obtained at 373.15 K and 413.15 K.   

Figure 6. H2O-CO2 phase equilibria at 323.15 K. 
Experimental equilibrium pressure [13] (points) and 
PC-SAFT predictions (line) using model 2 for H2O. 

On the other hand, Model 1 results show 
significant deviations from the experimental data 
(Figure 7) which raises questions about the 
accuracy of Model 1 when NaCl is added. 

Figure 7. H2O-CO2 phase equilibria at 323.15 K. 
Experimental equilibrium pressure [13] (points), PC-
SAFT predictions using model 2 for H2O (red line) and 
PC-SAFT predictions using model 1 for H2O (blue line). 

Ternary Mixture Property Calculations:  H2O-CO2-
NaCl  
 
The ultimate validation of the current 
development refers to the ternary H2O-CO2-NaCl 
model.  The starting point is the data shown in 
Figure 6 for the binary H2O-CO2 mixture.  If one 
adds NaCl with increasing concentration, then the 
well known salting-out effect should be observed.   
Experimental data shown in Figure 8 for NaCl (M 
= 1 and M = 5) confirm this argument resulting in 
lower CO2 concentration at constant temperature 
and pressure.  ePC-SAFT predictions with model 2 
for H2O (all three kij = 0.0) result in the opposite 
effect. Similar results were obtained for the other 
two isotherms examined at 373.15 K and 413.15 
K.  We must mention here that Model 1 for H2O 
results in similarly inaccurate predictions.   

Figure 8. H2O-CO2-NaCl phase equilibria at 323.15 K.  
Experimental data (points) [13] for NaCl = 0.0 M (red 
squares), 1.0 M (blue diamonds) and 5.0 M (green 
triangles) and ePC-SAFT predictions using model 2 for 
H2O (lines). 
 

In order to improve the model accuracy, a binary 
interaction parameter was added. Preliminary 
calculations reveal that a temperature dependent 
kij is needed for the CO2-Na+ and the CO2-Cl- 
interactions. In Figures 9 and 10, experimental 
data and ePC-SAFT calculations at 323.15 K and 
413.15 K, respectively,  are shown for kCO2-Na+ = 
kCO2-Cl- = 0.735.  This kij value correlates well 
with the experimental data at 323.15 K but 
progressively becomes less accurate as 
temperature and NaCl concentration increase.  At 
413.15 K, a kij  value of 0.95 is needed in order 
for ePC-SAFT calculations to agree with 
experiments. Clearly the model cannot capture 
the complex intermolecular interactions and  
additional work is needed.   
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Figure 9. H2OςCO2ςNaCl phase equilibria at 323.15 K.  
Experimental data (points) [7] for NaCl = 0.0 M (red 
squares), 1.0 M (blue diamonds) and 5.0 M (green 
triangles) and ePC-SAFT correlations using model 2 for 
H2O and kCO2-Na+ = kCO2-Cl- = 0.735 (lines). 

 

Figure 10. H2OςCO2ςNaCl phase equilibria at 413.15 K.  
Experimental data (points) [7] for NaCl = 0.0 M (red 
squares), 1.0 M (blue diamonds) and 5.0 M (green 
triangles) and ePC-SAFT correlations using model 2 for 
H2O and kCO2-Na+ = kCO2-Cl- = 0.735 (lines). 

Conclusions and current work 

An ePC-SAFT model has been developed and 
validated against experimental data and previous 
calculations from the NCSRD group.  The work 
has revealed severe inaccuracies of ePC-SAFT 
model for the case of the ternary H2OςCO2ςNaCl 
mixture. A temperature-dependent binary 
interaction parameter is needed to match 
experimental data and model calculations.  Thus, 
additional work is currently underway in order to 
improve modelling performance. Currently, the 
NCSRD group evaluates the improved Debye-
Hückel term proposed by Jiang and Adidharma 
[14] which appears promising for modelling 
salting out effects. 

 

Impact Profiles of Impurities 

 
R. Farret1, A. Ceroni1, Y. Flauw1, N. 
Shah2 and P. Rivotti2 
1 Lƴǎǘƛǘǳǘ bŀǘƛƻƴŀƭ ŘŜ ƭΩ9ƴǾƛǊƻƴƳŜƴǘ LƴŘǳǎǘǊƛŜƭ Ŝǘ 
des Risques, France 
2  Imperial College London, UK 
 
A number of FP7 projects have been initiated, 
concerned with the safety aspects along the CCS 
chain. The additional challenge in the CO2QUEST 
project is to identify and assess the incremental 
risk due to the presence of impurities in a CO2 
stream. A first step towards this objective is to 
undertake an impact-profile risk-analysis for each 
part of the CCS chain and each common impurity. 
This has been handled by partners at INERIS and 
ICL in the past few months. 
 
Impacts mechanisms 
To date, an overview of the current knowledge 
regarding the key effects of impurities along the 
CCS chain has been carried out. This also provides 
useful input to the design of a risk assessment 
and environmental analysis methodology, based 
upon the single and combined impurities effects. 
The work undertaken is based on a range of 
impurities identified by partners in another work 
package of the CO2QUEST project. For each 
impurity, its effects all along the CCS chain are 
identified via 3 categories of impacts: 
 
ω The physical impacts. 
ω The chemical impacts. 
ω The toxicological and ecotoxicological impacts. 
 
Physical impacts 
Physical impacts of the impurities contained in 
captured CO2 streams are a major concern for 
two main reasons. Firstly, the impurities 
responsible for these impacts are very common 
in the CO2 streams produced from the main 
capture technologies (pre-combustion, post-
combustion, and oxyfuel combustion). Secondly, 
the physical behaviour of the CO2 stream has 
macroscopic impacts all along the CCS chain. In 
fact, by reducing the overall efficiency of the CCS 
application or by improving its global cost, 
physical effects of impurities could have major 
consequences, which have to be assessed and 
forecast. Figure 11 depicts example impact 
mechanisms. 
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Chemical impacts 
During transport and storage, a CO2 stream 
experiences a number of different steps and 
physical conditions that can lead to significant 
chemical alterations. This alteration of CO2 
properties on a chemical level can instigate 
unwanted subsequent reactions. Figure 12 
highlights some of these possibilities. 
 
Toxical and ecotoxical impacts 
Once injected into the storage environment, 

potential impacts of the CO2 need to be 
considered on a long-term scale. Indeed, 
environmental impacts may still occur in the case 
of loss of containment. Such a loss can be a result 
of either an integrity default of the storage (fault 
through the caprock, existing or well) or too high 
caprock porosity. Concerning toxicity and 
environmental sensitivity, even low 
concentration of impurities may have significant 
impacts. Figure 13 graphically depicts some of the 
toxicity mechanisms. 

 
 
Figure 12. Chemical impacts mechanisms. 

 
 
Figure 11. Physical impacts mechanisms. 
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Matrix tool 
For each impurity identified by other partners as 
a common impurity, all the potential impacts 
described above are investigated and displayed in 
a matrix tool, with the concentration thresholds 
when relevant. An extract of this matrix tool is 
presented as Figure 14. 

 
 
 
 
 
 

 
 
Figure 13. Toxical and ecotoxical mechanisms. 

 
Figure 14. Matrix tool. 
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Geochemical Impact on Impure CO2 
Storage Reservoir Integrity 

 
Jan Lennard Wolf and Dorothee 
Rebscher 
Federal Institute for Geosciences and Natural 
Resources (BGR), Department of Subsurface Use, 
Geological CO2 Storage, Hannover, Germany 
 
Workpackage 3 within the CO2QUEST project 
investigates the effects of impurities on the 
performance of geological storage of carbon 
dioxide. Here, push-pull injection tests conducted 
at the Heletz test site in Israel represent a 
prominent part. The study comprises design, 
implementation, and modelling. The objective is 
to enhance the understanding of changes in the 
characteristics of the reservoir during CO2 
injection in the presence of impurities. Physical or 
chemical reservoir properties can be influenced 
by nitrogen or sulfur dioxide, respectivly. In this 
context, BGR focuses on the critical geochemical 
impacts of impure CO2 on the deep saline aquifer. 

In close consultation with our partners at the 
University of Uppsala and Environmental and 
Water Resources Engineering, Haifa, a set of 
input parameters were agreed upon, backed by 

data from Heletz field experiments, laboratory 
work, in addition to literature data. Based on this 
data set, a simple radially 2D model was 
constructed. The layers of interest in the Heletz 
saline aquifer comprise three sandstone layers 
and two adjacent shale layers, represented in the 
model by 15 × 50 cells. The numerical simulator 
TOUGHREACT with its module ECO2N is applied 
to simulate the relevant reactive transport 
processes, focussing on the chemical impacts of 
the impurity compound SO2 on the brine-rock 
system in the target sandstone. During the first 
part of the simulation, CO2 is injected at a rate of 
0.28 kg/s, injected with 2 mol H2O dissolved SO2 
as impurity, and 0.0054 kg/s NaCl in order to fit 
the requirements of the simulator and maintain 
the saline environment. The injection phase 
covering a time span of 100 hours, is followed by 
a subsequent relaxation phase of 144 h. 

As a first result, it can be veryfied that the areas 
of chemical impact of CO2 and SO2 are separated. 
The effect of SO2 is characterised through the 
formation of sulphuric acid leading to a region of 
very low pH value in the vicinity of the injection 
well with a radial extent of approximately 5 m, as 
shown in Figure 15. The low pH value 
subsequently evokes a high reactivity of the 
minerals and intense release of metal ions as 

 
Figure 15. In the radially 2D model, changes in pH value at the end of the relaxation phase show very low pH values close 
to the injection point after an injection phase with subsequent relaxation phase covering a time span of about 10 days 
and a coinjection of about 100 t CO2 and 3 t SO2. In the vertical plane, changes in pH value reach the border between the 
highest shale layer 2 and the middle sand layer W at distances of approximately 10 m. The region defined by the 
multicoloured areas portrays the part of the storage formation affected by the push-pull test. The so far unaffected 
domain remains in the dark bluish background colour. Note that only the vicinity of the injection site is shown, as the 
whole lateral extent of the model covers 1000 m. In the vertical the highest pH values are found in the lowest sandstone 
layer 5, featuring a height of 4.8 m. 
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mineral constituents. The influence of CO2 can be 
seen by the wider lateral extent of the gas 
saturation of the plume, with a spreading of 
almost 20 m, as in Figure 16. The physical impact 
due to injection, i.e. the pressure dissipation, is 
almost 10 times larger, amounting to 
approximately 200 m in its horizontal distance to 
the injection cell. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 16. Spatial distribution of gas saturation Sg in the 2D model. After an injection phase with subsequent relaxation 
phase, the radial extent stretches to almost 20 m. In the vertical, the plume is constrained by the shale layer 2 at a 
vertical distance of about 10 m. The highest saturation is situated at the first contrast in permeability, directly below the 
border between sand layer A and shale layer 4 at 4.8 m. 
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Material Properties for Carbon Steel 
Pipeline Materials for CO2 Transport 

 
D. Van Hoecke and S. Cooreman 
Onderzoekscentrum voor Aanwending van Staal, 
OCAS N.V., Belgium 
 
As discussed in the previous newsletter, three 
different material grades are being characterised 
in the CO2QUEST project, namely X65, X70, and 
X80. The first two grades are already used in 
existing CO2 pipelines, whilst the third grade 
(X80) is not yet in service. Investigating this 
material may provide some insights on its 
usability for CO2 pipelines. Important aspects for 
material selection are: 
 

¶ The response to impurities such as H2S 

which may cause sulfide stress cracking. 

¶ Corrosion behaviour: The CO2 stream is 

likely to contain impurities affecting the 

corrosion of pipelines and thus pipeline 

integrity. Samples of the selected steel 

grades have been prepared and are being 

exposed in a lab simulator of another 

project partner, to a CO2 gas stream 

containing typical impurities to investigate 

the corrosion behaviour experimentally. 

¶ Low temperature behaviour: A leak in a 

buried CO2 pipeline can lead to substantial 

cooling of the surrounding soil lowering the 

pipe temperature.  

To narrow down the material choice and select 
the most suitable for more detailed 
investigations, Charpy and Battelle drop weight 
tear tests were conducted on the three steel 
grades. The Charpy test results are given in Figure 
17 which shows that the X70HIC material had the 
highest Charpy toughness, and if one takes into 
account the higher thickness of the test X70 
material, it has a similar behaviour in Battelle 
testing. Since it is also relatively resistant to 
(accidental) H2S exposure, the X70HIC was 
selected for this project as the preferred choice 

for more in-depth characterization and validation 
tests. 
 

 
Figure 17. Transition curves for the three materials 
using Charpy samples. 

 

The actual behaviour of the steel during a CO2 
pipeline failure is not likely to be predictable 
solely by Charpy and Battelle tests since it also 
depends on the gas decompression behaviour 
leading to specific fracture conditions for the 
material (i.e. temperature, stress concentrations, 
high deformation speeds, etc.). To tackle this in a 
universal approach, activities have concentrated 
upon: 
 

¶ A numerical strategy to couple the hybrid 

ductile-brittle damage model used by OCAS 

to the CFD model of UCL describing the gas 

decompression.  

¶ Improvement of the brittle fracture 

criterion. 

¶ Fine tuning of the parameters of the 

damage model for the operating conditions 

typical for CO2 pipeline failures. 

The damage model was not optimally calibrated 
for high deformation speeds. Therefore, so-called 
Hopkinson bar experiments were carried out to 
quantify the material response at strain rates 
above 500 /s which can be observed during crack 
propagation. Figure 18 compares the fine tune 
correction function (red solid line) to the old 
correction function (black solid line). 
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Figure 18. Strain rate dependency in fracture model 
before and after new Hopkinson bar data. 
 

As next steps the brittle fracture criterion will be 
implemented in the Abaqus damage model. The 
coupling of this model with the CFD model will be 
tested and optimised if necessary. Next to this 
the material and damage model predictions will 
be validated using medium scale crack 
propagation experiments and small and medium 
scale CO2 release experiments by other partners 
on components containing an artificial defect.  

 

 

 

 

 

 

Medium Scale Experimental 
Investigation 

 
J. Hébrard, D. Jamois and C. Proust 
Lƴǎǘƛǘǳǘ bŀǘƛƻƴŀƭ ŘŜ ƭΩ9ƴǾƛǊƻƴƳŜƴǘ LƴŘǳǎǘǊƛŜƭ Ŝǘ 
des Risques, France 
 
INERIS is conducting controlled medium-scale 
experiments involving high pressure releases of 
CO2 containing a range of impurities. The 
experimental rig and techniques developed 
during the CO2PipeHaz project [15, 16] have 
been re-used in order to establish a better 
understanding of the influence of the presence of 
impurities on both the flow inside the pipe and 
on the external dispersion. Measurements in the 
near-field and in the pipeline outflow will allow 
the further development of databases and will be 
used for the validation of mathematical models.  

The rig and equipment developed in the 
CO2PipeHaz project is shown in Figure 19 (Left). 
This  includes a 40 m long, 50 mm internal 
diameter pipeline, with pressure and 
temperature transducers placed along the tube 
at intervals of  10 meters. The near-field is also 
instrumented with pressure transducers and 
thermocouples. Equipment has also been 
especially developed to be adaptable to the study 
of the 'flash zone' and is shown in Figure 19 
(Right). 

A transparent section is also installed in the 
centre of the pipe, and the inside flow is 

 
Figure 19. Left: View of the pipe resting on the weighing masts (blue); Right: near field equipment. 
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visualised during the release with a high speed 
camera. The pipe is filled via a pump, and the 
transparent section also permits a check upon 
the level of liquid CO2 in the pipe. 

A particular focus is made upon the mass flow-
rate measurement. To this end, electronic 
measuring equipment records data at six 
weighing points. A weighing mast is visible in 
Figure 19 (Left). Two tests have been run with 
100% of CO2 liquid. The experimental conditions 
are presented on the next table: 

 

Test n°  1 2 

Pressure [Bar] 55 65 

Ambient 

temperature 

[°C] 18 25 

Orifice diameter [mm] 6 12 

Table 3. Experimental conditions. 

 

The evolution of the mass versus time, at each 
measurement point, is presented in Figure 20 for 
the two tests. Before the release, the total 
measured mass is not uniform over all measuring 
points, and ranges from 45 kg to 90 kg. These 
disparities can be explained by the presence of 
different equipment on the pipe (measurement, 
filling, mixing, transparent section). 

Figure 20 also presents the evolution of the mass 
released versus the time. The first period (a few 
hundred milliseconds after the start of the 
release) corresponds to the short time during 
which the fluid inside the pipe is nucleating but 
appears homogenous. The next period (21 s for 
test 1 and 5 s for test 2) corresponds to the 
period where a defined two-phase mixture is 
present in the pipe and the level of liquid is above  
the orifice (point U in Figure 20). Subsequently, 
the level of liquid reaches the orifice (O). After 26 
s for test 1 and 11 s for test 2, the level of liquid is 
below the orifice (D). The two-phase flow ends 
after less than 2 minutes for test 1 and 
approximately 25 s for test 2 when the fluid 
becomes vapour. 

The mass flow-rate measurement is crucial to the 
validation of the models [17], and its evolution is 
calculated by a temporal derivation of the mass 
released and is presented in Figure 21 for the 
two-phase flow. The different phases of the 
releases are identified on the figure depending 
upon the liquid level in the pipe. 

Another issue for modellers is the assumption of 
adiabaticity. INERIS has added heat-flux meters to 
the skin of the pipe in order to measure the heat 
exchanges between it and the surroundings. An 
example of the evolution of the heat fluxes are 
presented for test 2 in Figure 22. 

 
Figure 20. Evolution of total mass, and mass released, versus time. 
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The blue line corresponds to the probe placed on 
the top of the pipe (gas), and the second probe is 
located on the bottom (red) corresponding to the 
liquid. 

In addition, insulation has been added to the pipe 
in order to facilitate the interpretation of the 
experimental results and assist modellers. 

Figure 22. Heat fluxes measured on the top and on the 
bottom of the pipe. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21. Mass flowrate. 
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Techno-economic Assessment 

 

N. Mac Dowell, N. Shah 
Imperial College London, UK 

 

Whole-systems modelling 
Partners at Imperial College London are applying 
a multi-scale modelling approach to the analysis 
of a CO2 capture and transport system. Focus is 
upon the development of a series of scale-
specific models which interact across a range of 
length and time scales. This approach is 
particularly relevant to the CO2QUEST project as 
the hour-to-hour behaviour of the CO2 sources 
within a given decarbonised bubble will dictate 
the flow-rate and composition of the CO2 in the 
transport network. This modelling approach is 
illustrated in Figure 23 below. 

As our energy system evolves, incorporating ever 
greater quantities of intermittent renewable 
energy, so too will the roles of the various 
generators which contribute to this system. This 
is illustrated in Figure 24. As can be seen, as we 
move from the 2030s to the 2050s and beyond, 
the role of CCS plants within the energy system 
significantly changes, and the ability to operate in 
a flexible, load-following manner becomes more 
valued. 

In our recent work , we have applied the theory 

of Grossmann and Sargent [18]  to dynamic, non-
equilibrium models of a decarbonized power 
plant [19-26] and evaluate three distinct options 
for flexible operation: 
 

1. Solvent storage ς a portion of solvent is 
stored during periods of peak electricity demand 
and regenerated during off-peak periods 

2. Exhaust gas venting ς a portion of the 
exhaust gas is vented during periods of peak 
electricity demand 

3. Time-varying solvent regeneration ς CO2 
is allowed to accumulate in the working solvent 
during periods of peak electricity demand and the 
solvent is more thoroughly regenerated during 
off-peak periods 

 

In all cases, we use a load-following power plant 
with post-combustion CO2 capture as a reference 
case. We evaluate each option for flexible 
operation based upon the integrated degree of 
capture (IDoC) and cumulative profit realized by 
the power plant over the course of the 
simulation. Our economic considerations are 
based on both fuel (coal and gas) prices and a 
cost of CO2 emission based on the carbon price 
ŦƭƻƻǊ ǇǊƻǇƻǎŜŘ ōȅ ǘƘŜ ¦YΩǎ 5ŜǇŀǊǘƳŜƴǘ ƻŦ 9ƴŜǊƎȅ 
and Climate Change . The time period we are 
considering is the early 2030s. 

In this section, we present the results of our 
optimization problem. For all scenarios, the 

 
Figure 23. Illustration of multi-scale modelling concept. 
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optimization problem solved was the 
maximization of profit subject to the end point 
constraint of the IDoC being greater than or equal 
to 90 %. 

 

Load-following 
This was our benchmark scenario. Here, the 
capture plant was designed and the operating 
parameters specified via a steady state 
optimization as described in our previous paper 
[27]. We evaluated the effect of a multi-period 
dynamic optimization had on the end design of 
the plant. However, as the duration of the period 
for which the power plant is operating at full load 
is long relative to the period for which the power 
plant is operating at part load, the multi-period 
design was essentially identical to the steady 
state design, and the solution period of the 
steady state design problem was an order of 
magnitude faster than that of the multi-period 
problem. Thus, in this case, all operating 
parameters in the CO2 capture plant, i.e., the L/G 

ratio, lean loading, leanj , solvent inlet 

temperature, Solv

InT  etc., were held constant 

throughout the simulation. 

It can be observed from Figure 25 that, as the 
capacity factor of the power plant changes, so 
too does the instantaneous degree of capture 
(DoC), albeit by a very small amount. This is 
associated with the changing gas and liquid 
flowrates in the absorption column leading to a 
variation in the effective surface area in the 
packed section. This implies that if the duration 
or frequency of periods of dynamic operation are 
long or great relative to the duration or 
frequency of periods of steady state operation, 
the IDoC could be reduced as a result. 

Figure 25. Degree of CO2 capture varying with power 
plant capacity factor (CF). 

 
Figure 24. Evolution of operating patterns of the UK power generation system from 2030 to 2050 ς output from 
MESMERISE project using the ETRC model. 
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Figure 26. An analysis of the various financial streams 
associated with the generation of low carbon 
electricity in the case of conventional load following. 

 
Illustrated in Figure 26, we provide an evaluation 
of the various financial streams associated with 
the power plant. It can be observed that the fuel 
cost per MWh is slightly increased during periods 
of operation at a low load factor in comparison 
with periods of operation at a high load factor.  
This is commensurate with the decreased 
efficiency of the power plant under this mode of 
operation. The cost associated with CO2 emission 
is similarly elevated during this period, 
commensurate with the slightly reduced DoC as 
illustrated in Figure 31. Finally, as the plant is 
operating at an essentially constant degree of 
capture of approximately 90 %, it can be 
observed that the CO2 price exerts an important 
influence on the profitability of the plant. 

 

Solvent storage 

In this scenario, in order to decouple the 
operation of the power and capture plants, we 
consider the option of storing a fraction of the 
rich solvent during periods of peak electricity 
prices and subsequent regeneration of the 
solvent during periods of off-peak electricity 
prices. Here, the extra parameter to be 
determined is the quantity of solvent stored or 
regenerated in each time period. Therefore, this 
is a multi-period, piece-wise linear, dynamic 
optimisation problem. As can be observed, when 
electricity prices are lowest, the flow-rate of 
solvent to regeneration is greatest. Similarly, 
during periods of peak electricity price, rich 
solvent is directed to storage, bypassing the 
regeneration process 

 

Figure 27. An analysis of the solvent storage and 
regeneration is presented here. 

 

The advantage of the solvent storage strategy is 
that it reduces the quantity of steam required for 
solvent regeneration during key periods of peak 
electricity demand, as illustrated in Figure 28. 

Figure 28. Steam requirement for solvent 
regeneration under the solvent storage option. 

 

However, the availability of steam is a major 
constraint on the amount of solvent which can be 
stored during periods of peak electricity demand. 
It was a constraint in this problem that whatever 
solvent was stored during periods of peak 
electricity prices had to be regenerated during 
off-peak periods. This meant that it was only 
possible to store approximately 15 % of the total 
solvent flow. This corresponds to a cumulative 
volume of stored solvent of approximately 11,750 
m3 of solvent over both periods. 
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Exhaust gas venting 

In this scenario, the power plant ramps up and 
down, but in order to decouple the operation of 
the power and capture plants, we consider the 
option of venting a fraction of the exhaust gas 
during periods of peak electricity prices. Here, the 
extra parameter to be determined is the quantity 
of exhaust gas to be vented in each time period. 
Therefore, this is a multi-period, piece-wise linear 
dynamic optimisation problem. The key result of 
this optimization problem is illustrated in Figure 
29 below. 

Figure 29. Exhaust gas venting. In this scenario, 
approximately 23% of the exhaust gas was vented 
during periods of peak electricity prices. 

 

As can be observed from Figure 29, during 
periods of peak electricity prices, approximately 
23% of the total exhaust gas was vented. In this 
scenario, we departed from the conventional 
procedure of capturing 90% of the CO2 at all 
times. Rather, of the exhaust gas which was 
introduced into the absorption column, 95 % of 
the CO2 was captured. However, during the 
periods of exhaust gas venting, the DoC fell to 
approximately 74 %, increasing the carbon 
intensity of the electricity generated to 
approximately 225 kg/MWh. This is illustrated in 
Figure 30. It is noted that the venting of this 
quantity of CO2 had the primary consequence of 
imposing a significant cost penalty on the 
profitability of the plant and the secondary 
consequence that it was not possible to solve the 
optimization problem with the end-point 
conǎǘǊŀƛƴǘ ƻŦ L5ƻ/ җ фл %. Here, this had to be 
loosened to 89 %. 

 

 

 

Figure 30. Variation in DoC with exhaust gas 
venting. It can be observed here that the 
absorber DoC remains approximately constant. 

 

Time-varying solvent regeneration 

In this section, we evaluate the option of using 
the working solvent as means to provide 
flexibility to the power plant. This is achieved by 
allowing the CO2 to accumulate in the working 
solvent during hours of peak electricity prices and 
regenerating the solvent more completely during 
off peak periods. This is not storing solvent 
separately to the capture plant; this is storing CO2 
in the solvent which is circulating within the 
capture plant. This means that the lean loading of 
the solvent is no longer a time-invariant process 
parameter. Rather, this control vector is now 
parameterised such that it is expressed as: 

 
2k k k k

Lean t tq a b g= + + (5) 

 

where k

Leanq  is the function describing the way in 

which Leanq  varies across a given period k, 
ka , 

kb  and 
kg   describe this function in each period 

k and finally t is the time in each period k. Here, 
the variable t is set to zero at the beginning of 
each new period. The only additional constraint 
we have imposed upon the optimisation problem 
by this formulation is the quadratic nature of the 
parameterisation. This could have equally been a 
cubic or higher order polynomial, however a 
quadratic polynomial was chosen in the interest 
of simplicity. Further, we did not constrain the 
values of the coefficients of this polynomial, i.e., 
the magnitude of the subsequent behaviour was 
strictly a function of the process response to the 
time-varying electricity prices. The results of this 
optimisation problem are presented in Figure 31. 
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Figure 31. Solvent regeneration as a function of time 
and electricity price is shown here. 

 
As can be observed, and as opposed to operating 
at a constant lean loading (the continuous blue 
curve),  the degree of solvent regeneration varies 
in sympathy with the prevailing electricity price, 
as might be expected for the solution of this kind 
of optimisation problem. The solvent is deeply 
regenerated during periods of low electricity 
price, whilst CO2 is allowed to accumulate in the 
working solvent volume during periods of high 
electricity price. This has the effect of allowing 
the plant to direct substantially less steam to 
solvent regeneration operations when the 
opportunity cost associated with doing so is high. 
Obviously, following this kind of operating 
strategy will have the effect of varying the carbon 
intensity of the electricity generated. 

Figure 32. Cumulative profit available for each 
option. 

It is finally instructive to consider the profitability 
of the power plant, which is illustrated in Figure 
32. It is apparent that the solvent storage option 
offers marginally greater profitability (circa 

£374k) when compared with the base case (circa 
£359.6k), approximately a 4 % improvement, 
whereas the exhaust gas venting option (circa 
£298.6k) is approximately 17 % less profitable 
than the base case. Finally, the variable solvent 
regeneration option (£417.5k) is 16 % more 
profitable than the base case scenario. 
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Development of Near-field Dispersion 
Model 

 
R.M. Woolley, M. Fairweather, and 
S.A.E.G. Falle 
University of Leeds, UK 
 
Following the puncture or rupture of a CO2 
pipeline, a gas-liquid droplet mixture or gas 
alone will be released to atmosphere and 
disperse over large distances. This may be then 
followed by gas-solid discharge during the latter 
stages of pipeline depressurisation due to the 
significant degree of cooling taking place. The 
possibility of releases of three-phase mixtures 
also exists. This paper focuses on the detailed 
mathematical modelling of the near-field 
characteristics of these complex releases, since 
predictions of major hazards used in risk 
assessments are based on the use of near-field 
source terms that provide input to far-field 
dispersion models. 

Because the pre- to post-expansion pressure 
ratio resulting from a release will initially be 
large, the sonic velocity will be reached at the 
outlet of the pipeline and the resulting free jet 
will be sonic. This pressure difference leads to a 
complex shock cell structure within the jet 
which for the initial highly under-expanded flow 
will give rise to a flow that contains a Mach disk 
followed by a series of shock diamonds as it 
gradually adjusts to ambient conditions. 
Subsequently, consideration has to be made to 
the complex physics representing the effects of 
compressibility upon turbulence generation and 
destruction. Also, the behaviour of a multi-
phase non-ideal system has to be represented 
by the incorporation of a non-ideal equation of 
state to represent mass-transfer between 
phases at a range of temperatures and 
pressures. 

 

Turbulent flow modelling 

Descriptions of the numerical approaches to the 
solution of the fluid dynamics equations applied 
are presented elsewhere [28], and not repeated 
here. Also, the last newsletter discussed the 
application of modified two-equation turbulence 
models to represent a compressible system, 
which shall not be revisited. With respect to two-

equation turbulence modelling however, It is 
now widely accepted that the main contributor 
to the structural compressibility effects is the 
pressure-strain term ( ijP ) appearing in the 

transported Reynolds stress equations [29]. 
Hence, the use of compressible dissipation 
models is now considered physically inaccurate, 
although their performance is good. 

Ignoring the rapid part of the pressure-strain 
correlation, Rotta [30] models the term as 
Equation (6) where e is the dissipation of 
turbulence kinetic energy, and ijb  is the Reynolds 

stress anisotropy, as defined in the first term of 
Equation (3) below: 

 

 
1ij ijC beP =-  (6) 

 

Later, this model was extended [31] to directly 
incorporate terms arising from compressibility 
effects as Equation (7): 

 

( )21 1ij t ijC M bb eP =- -  (7) 

 

where tMb  is a function of the turbulent Mach 

number, vanishing in an incompressible flow. 

Prior to this development, Jones and Musonge 
[32] ǇǊƻǾƛŘŜ ŀ ƳƻŘŜƭ ǘƻ ŀŎŎƻǳƴǘ ŦƻǊ ǘƘŜ ΨǊŀǇƛŘΩ 
element of the correlation. Defining a function 
for the fourth-rank linear tensor in the strain-
containing term with the necessary symmetry 
properties, they obtain: 
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 (8) 

where the 1C   ǘŜǊƳ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ǘƘŜ ΨǎƭƻǿΩ 

part as previously defined as Equation (6), k  is 
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the turbulence kinetic energy, r the mean 

density, ijd  the Kroncker delta, and u u¡¡ ¡¡ and u  

the Favre-averaged Reynolds stresses and 
velocity components, respectively. 

Defining the gradient and turbulent Mach 
numbers as: 

 
2

g t

Sl k
M and M

a a
¹ ¹  (9) 

Gomez and Girimaji [33] introduce corrections to 
their derivation of ijP  as Equation (5), which is 

implemented in terms of a modification to 
Equation (8) in the current work: 

 ( ) ( )1

k

ij t ij k g ij

k

C M b C M TP =- +ä  (10) 

The turbulent Mach number is the ratio of the 
magnitude of the velocity fluctuations to the 
speed of sound, and the dependence of the 
ΨǎƭƻǿΩ ǇŀǊǘ ǊŜŦƭŜŎǘǎ the degree of influence of 
dilatational fluctuations. The gradient Mach 
number characterises the shear to acoustic time 
ǎŎŀƭŜǎΣ ŀƴŘ ƛǘǎ ƛƴŦƭǳŜƴŎŜ ǳǇƻƴ ǘƘŜ ΨǊŀǇƛŘΩ ǇŀǊǘ 
corresponds to the fluctuating pressure field 
which arises due to the presence of the mean 
velocity gradient. 

Figure 33 depicts the application of these 
turbulence closures to the prediction of 
centreline axial velocity, normalised by the 
magnitude at the nozzle exit, for the highly 
under-expanded air jet studied by Donaldson and 
Snedeker [34]. Results obtained using the k-ʶ 
model and its associated correction attributed to 
Sarkar, Erlebacher [35] can be seen to conform 
with observations previously made with respect 
to the moderately under-expanded air jet. In this 
case, the initial shock structure is poorly defined 
by the standard model, and the over-predicted 
dissipation of these phenomena is considerable 
by ten nozzle diameters from the jet outflow. The 
Sarkar modification to the turbulence dissipation 
goes some way to reducing the over-prediction 
up to approximately 15 diameters, but the 
resolution of the initial shock-laden region 
remains poor, and the solution subsequently 
becomes overly dissipative. 

The Reynolds stress transport model with the 
closure of the pressure-strain correlation 
attributed to Rotta [30]  notably improves upon 
the resolution of the shock region and the 
prediction of the dissipation of turbulence kinetic  

 
energy. The introduction of a compressible 
ŜƭŜƳŜƴǘ ǘƻ ǘƘŜ ΨǎƭƻǿΩ ǇŀǊǘ ƻŦ ǘƘŜ ƳƻŘŜƭ ŀǎ 
discussed by Khlifi and Lili [31] effects an 
additional increase in peak magnitude predictions 
in the near field, although has little effect upon 
the subsequent downstream turbulence 
dissipation. The application of a model for the 
ΨǊŀǇƛŘΩ ǇŀǊǘ ƻŦ ǘƘŜ ǇǊŜǎǎǳǊŜ-strain term [32], 
incorporated with the simple model of Rotta for 
ǘƘŜ ΨǎƭƻǿΩ ǇŀǊǘ ǇǊƻǾŜǎ ŀ ǎƛƎƴƛŦƛŎŀƴǘ ƛƳǇǊƻǾŜƳŜƴǘ 
with respect to predictions of both the shock 
resolution and the turbulence dissipation. This is 
again improved upon by the introduction of 
corrections based upon the turbulent and 
gradient Mach numbers as outlined by Gomez 
and Girimaji [33]. 

 

 

 
Figure 33. Normalised velocity predictions 
(top ς k-ʶΣ ƳƛŘŘƭŜ ŀƴŘ ōƻǘǘƻƳ ς Reynolds 
stress) plotted against experiment. 
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Thermodynamics modelling 

The Peng-Robinson [36] equation of state  is 
satisfactory for modelling the gas phase, but 
when compared to that of Span and Wagner [37], 
it is not so for the condensed phase, as 
demonstrated by Wareing, Woolley [38]. 
Furthermore, it is not accurate for the gas 
pressure below the triple point and, in common 
with any single equation, it does not account for 
the discontinuity in properties at the triple point. 
In particular, there is no latent heat of fusion. A 
number of composite equations of state have 
therefore been constructed by the authors for 
the purpose of comparing performance in 
application to practical problems of engineering 
interest. In these, the gas phase is computed 
from the Peng-Robinson equation of state, and 
the liquid phase and saturation pressure are 
calculated from tabulated data generated with 
the Span and Wagner equation of state, or from 
an advanced model based upon statistical 
associating fluid theory (SAFT) [7]. Solid phase 
properties are obtained from an available source 
of thermodynamic data for CO2, the Design 
Institute for Physical Properties (DIPPR) 801 
database (http://www.aiche.org/dippr), or from a 
recently developed model attributed to Jager and 
Span [39]. 
 

 
 
Under the remit of the CO2QUEST FP7 project, 
the development of a Physical Properties Library 
(PPL), ŀƴŘ ƘŜƴŎŜ ǘƘŜ ǇǊƻǾƛǎƛƻƴ ƻŦ ŀ ΨǇƭŀǘŦƻǊƳΩ 
capable of predicting physical and 
thermodynamic properties of pure CO2 and its 
mixtures, has been undertaken. The PPL contains 
a collection of models which can be applied 
regardless of the application, and include a 
number of cubic formulations such as those 
described by Peng and Robinson, and Soave, and 
the formulation of Span and Wagner. Also 
available is the analytical equation of Yokozeki 
[40], and the advanced molecular models 
described as SAFT and PC-SAFT by Gross and 
Sadowski [9]. A comparative study of the 
performance of these equations of state has 
been undertaken using experimental data of 
high-pressure CO2 releases for validation. Due to 
space restrictions, a representative sample of 
these results is presented which include the 
composite model described above, and the PPL-
derived Jager and Span [39] model coupled with 
both Span and Wagner [37] and SAFT. Figure 34 
depicts density and internal energy predictions 
for both the condensed and the gaseous phases 
on the saturation line for a pure CO2 system 
obtained using these three different 
approaches. Importantly, it can be seen that all 
models incorporate the latent heat of fusion 
which must be considered over the liquid-solid 
phase boundary. They can also be said to 
similarly represent the internal energy of the 
liquid phase, although a discrepancy is observed 
with the composite model. This can be 
attributed to the inclusion in that model of a 
small value to ensure conformity with Span and 
Wagner [37] in terms of the predicted difference 
between gas and liquid energies [38]. The major 
discrepancy in predictions lies in the solid-phase 
region, in that the composite model is in notable 
disagreement with the models incorporating 
Jager and Span [39]. This can be attributed to 
the sources of experimental data used in the 
derivation of the respective models, and the 
reader is referred to these papers for further 
information regarding the data sources. 

 
 

 

 

 

 
Figure 34. Saturation-line internal energy 
and density predictions of pure CO2 using 
three different equations of state 
compositions. 
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Validation against experimental CO2 releases 

 

Figure 35. Mean density and temperature predictions 
of a large scale, sonic release of CO2 plotted against 
experimental data. 

 

Figure 35 presents sample density and 
temperature predictions of one of the large-scale 
test cases used for the validation of the code, 
obtained using the second-moment turbulence 
closure [33] and three of the composite 
equations of state. Undertaken by INERIS, the 
experimental parameters were a reservoir 
pressure of 83 bar, an exit nozzle diameter of 
12.0 × 10-3 m, and an observed mass flow rate of 
7.7 kg s-1. The predictions are of the very near 
field of the jet, encompassing the nozzle exit, 
and in the case of the temperature, extending to 
0.5 metres downstream. This equates to a 
distance of approximately 42 nozzle diameters 
(d), and the Mach disc can clearly be seen as a 
step-change in temperature just before 0.1 
metres. Temperature predictions are in good 
quantitative agreement with experimental data 
within this region, although it is difficult to 
assess how the model performs qualitatively 
due to the resolution of the temperature 
measurements available. The difference in 
predicted solid-phase properties can be seen to 
influence the temperature predictions most 
notably in the region 0.02 metres to 0.1 m, 
where the composite model predicts a warmer 

jet. Not unexpectedly, this region coincides with 
the system passing through the triple point at 
216.5 K, being notable by the small step-change 
in the temperature curve of Figure 35, and the 
subsequent freezing of the liquid CO2. 

Density predictions derived from the three 
models appear to be in good agreement within 
the very near-field, although closer scrutiny of 
the predictions reveals the effect of the 
different solid-phase models. Contrary to 
intuition, the composite equation predicts a 
slightly higher density in the first 0.03 metres, 
but conversely predicts a slightly higher 
temperature in the region bounded by the triple 
point and the stationary shock. It is considered 
that this observation is due to two factors. 
Initially, the predicted density of the liquid 
release obtained from this model is greater due 
to the observed differences in the liquid-phase 
predictions (Figure 34). Subsequently, as the 
system passes through the triple point, the 
composite model predicts slightly higher 
temperatures for the solid-phase, which relates 
to a small correction in the density, bringing 
them in to line with the PPL-derived models. 

Further downstream, and with reference to 
Figure 36, predictions obtained using the 
Reynolds-stress model of Gomez and Girimaji 
[33] and the composite equation of state, are 

 

0.00 0.02 0.04 0.06 0.08 0.10

0

200

400

600

800

1000
 UoL Composite 

 PPL J&S and S&W

 PPL J&S and SAFT

x / m

D
e

n
s
it
y
 (k

g
 /

 m
3
)

Test 11

y = 0 m

0.0 0.1 0.2 0.3 0.4 0.5

160

180

200

220

240

260

280

300
 Experiment

 UoL Composite 

 PPL J&S and S&W

 PPL J&S and SAFT

x / m

T
e

m
p

e
ra

tu
re

 /
 K

Test 11

y = 0 m

 
Figure 36. Mean temperature predictions within 
a large scale, sonic release of CO2 plotted 
against experimental data. 
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conforming with experimental data both 
qualitatively and quantitatively, although a slight 
over-prediction of temperature can be seen 
across the width of the jet and also with 
downstream progression. This is indicative of a 
marginally over-predicted rate of mixing, in-line 
with previous observations made of the 
turbulence model validations. It can be said that 
the second-moment model out-performs the k-ʶ 
approach when coupled with the composite 
equation of state, in that the rate of mixing is 
better represented. This is manifest as a notable 
under-prediction of temperatures along the jet 
axis and also across its width, where the shear 
layer of the jet is observable as a temperature 
change of steep gradient, not observed in the 
Reynolds stress predictions. 

Presented are sample results from a number of 
turbulence and thermodynamics models which 
have been developed to accurately predict the 
flow structure and phase behaviour of accidental 
releases of high-pressure CO2 for engineering 
applications. An excellent level of agreement 
between modelling approaches and experimental 
data has been observed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The impact of impurities on storage 

 

J. Bensabat and R. Segev 
EWRE Ltd., Haifa, Israel 

 
EWRE work has focused on the configuration of 
the field experiment aimed at investigating the 
impact of impurities upon the storage of CO2. 
Firstly, we have reviewed major likely impurities 
emitted with CO2 from the capture systems, and 
it was suggested to use one with a potential 
geochemical impact (SO2) and one with potential 
physical impact (N2). Simulations of the behaviour 
of these impurities upon the reservoir were 
conducted in order to determine suitable mass 
fractions that induce a detectable change in the 
reservoir response. Once the impurities and the 
mass fractions are known we will then proceed to 
the preparations of the experiment in the field, 
and the actual procedure for the injection of the 
impurities with the CO2. We have reviewed three 
options: 1) purchasing a prepared mixture of CO2, 
N2, and SO2, that could be injected directly; 2) 
conducting the mixing at the wellhead of the 
injection well; and 3) conducting the mixing at a 
depth of approximately 1,000 m, as the injection 
well has an independent connection from the 
ground surface to this depth. 

The field experiment will take place at Heletz 
(Israel), where two deep wells (1650 m) fully 
instrumented for monitoring down-hole pressure 
and temperature, continuous temperature 
sensing via optical fiber, fluid sampling, fluid 
abstraction, and CO2 injection. Design and 
procurement (or rental) of the equipment 
needed for the injection of the impurities is 
currently under way.  

The experiment is planned for the first quarter of 
2015. 
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Figure 37. Aerial photography of the site (and the 
wells) 
 

 
Figure 38. Structure of the injection well 

 

 

 

 

 

 

Figure 39. Injection module ς 1 

 

 
Figure 40. Injection module ς heat exchanger 
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Figure 41. Injection well (as made) 

 

 

 

 

 

 

 

 

 

 
 
 
 














