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Welcome to the second edition of the EU HBidded
project CO2QUEST newsletter, highlighting the mos BGR
recent technical _developments sincK S LINE ¢ P
commencement in March 2013. The CO2QUES
consortium, led by Prof. Haroun Mahgerefteh at
University College London (UCL, UK) comprises 9 oth
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CO2QUEST addresses the fundamentally importar
issues regarding the impact of the typical impurities in
the gas or densghase C@ stream captured from
fossil fuel power plants on its safe and economid
transportation and storage. The above involves the

determination of the important COmixtures that lN ERI S
have the most profound impact on the pipeline

pressure drop, compressor power regernents,
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Pipeline Pressure Drop and
Compressor Requirements

S. Martynov, S. Brown and H.

Mahgerefteh
University College London, UK

UCL is developing steadgtate and transienflow
computational fluid dynamic CFD models for
pipeline networks to study the impact of
impurities in the C@ stream on the flow
behaviour during normal operation and pipeline
failure. The latter involves coupling of the
pipeline decompression code with a model
representingrunning pipeline fracture, which is
being developed by OCAS.

Compressor Power Requirements

Minimising the pressure drop and avoiding two
phase flowswithin CQ pipeline networks are
essential for reducing compressor power
requirements. This is criticallimportant given
that the compression penalty for GQapture
from coalfired power plants is estimated to be as
high as 129%d1].

In order to evaluate the impact of G@npurities
on compressor power requirements, a
thermodynamic analysis method is applied to,CO
streams captured using oxyel, precombustion
and postcombustion capture technoladgs, the

compositions of whichare detailed in Tablel.
The analysis is performed for several methods of
compression previously recommended for pure
CQ, including the following optiong2]:

w Option A Using the centrifugal integraly
geared multistage compressors

w OptionB  Using supersonic axial
compressors
w OptionC  Using compressors combined

with liquefaction followed by pumping.

Oxyfuel Pre Post
combustion combustion

/I hi & 81344 98.066 99.664

O, (% Viv) 6.000 - 0.0035

N, (% Vviv) 8.500 0.0200 0.2900

Ar (% viv) 4.000 0.0180 0.0210

NG, (ppmv)  609.0 - 38.800

SQ (ppmv)  800.0 700.00 67.100

H.O (ppmv) 100.0 150.00 100.00

CO (ppmv)  50.00 1300.0 10.000

H,S (ppmv) - 1700.0 -

H, (ppmv) - 15000 -

CH (ppmv) - 110.00 -
Tablel./ 2 YLI2aAdAzya 2F [/ hi YA

oxy-fuel,

pre and postcombustion

technologies,

adopted in the present studja].

Fig. 1 shows an example of calculatiar
thermodynamic paths of mukstage compression
combined with intercooling relative to the phase
envelopes for pure and impure gGtreams,
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whilst Fig. 2 shows the power consumption for
each compression strategy (options A, B and C)
for mixtures indicative of all capture
technologies.
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Figure 2.Power demand for multistage compression
02LIiA2Ya I X YR fudl
(raw/dehumidified), pre postcombustion
streams (Tabl&).

and

In particular, Fig. 2 shows that in agreement with
the data published in the literature, the
integration of the multistage compression with
liquefaction and pumping (Option C) can greatly
decrease the total power consumption
(combining the power of compssion and inter
cooling) when compared to conventional gas
phase compression (Option A). This option is
particularly attractive for compression of almost
LJdzNB [/ hi I @KSY
using utility streams at 20 °C foa post
combustionmixture of purity 99.6 vob, and 8 °C
for a preO2Yo0dzalGAZ2Y
approximately98 vol %). At the same time, the
cryogenic temperatures needed for liquefaction
of oxyF dzSt / hi
impurities, may require use of exrpower for
refrigeration. Clearly, such information forms the
F2dzy RIFGA2Yy F2NJ
compression, which shouldot be performedin
conjunction with other processes involved in CCS
OKIFAYyS>S adzOK Fa GKS [/ hi

Non-isothermal Steady State Flow Modelling

To evaluate the impact of GOmpurities on
pressure drop in pipelines, UCL is applying a
previously developed computer model for the
calculation of onalimensional transient
compressible multiphase flows in pipesThis
model accounts for both flow and phase
dependent viscous friction, and heat transfer
between the transported fluid and the pipeline
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environment[4, 5]. The model is being applied to
study the impact of variation in concentration of
CQ stream impurities at the inlets of a
hypothetical pipeline networkupon the pressure
and temperatue profiles along the pipeline and
the delivery compositiorfor a given flowrates
and temperaturs of the feed streams

Fig. 3 shows an example of the considered
realistic pipeline network, transporting G@®om
Cottam and Drax power stations to the
sequestration point at Morecambe South in the
East Irish Sea.

LJg

Figure 3.UK CCS network, 202020

For a pipeline network configuration shown in

JFigure 3 the aar:ﬁ/sis of the, steadgtate pressure.
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performed for C@ mixtures carrying various

_impurjties, includirg% water,, argon, nitrogen and

AN Bresent in the exy

fuel combustion C@stream.
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Predicting PVT C&brine Mixtures
Behavior sing ePGAFT with
Application to CQ GeologicalSorage

G. Boulougouris, D.M. Tsangariand

|. Economou
National Centre for Scientific
Demokritog NCSRD), Greece

Research

Accurate mod#ing of the storage of Clnjected
into subsurface formations requires accurate and
efficient fluid propery models. Currently, NCSRD
is working on thedevelopment of an equation of
state (E0S) basedpon the PerturbedChain
Statistical Associating Fluid Theory {PAFT) that
accounts explicitly for electrostatic (Coulombic)
interactions that occur in Ggbrine (HO-NaCl)
mixtures.

Challenges arisein developing such a model due
to the fact that electrostatic interaatns are
long-range intermolecular interactions that affect
significantly the thermodynamic and transport
properties and the phase equilibria of the
mixtures. Because of their lorrgnge nature,
special treatment is needed. DebyEllckel
theory, originally developed for close to infinite
dilution electrolyte solutions, is incorporated in
the PGSAFT framework. The-salled electrolyte
PGSAFT (eRGAFT) is being developed and
incorporated into the Phystal Properties Library
(PPL), the thermodynamic software package
developed by NCERduring the CO2PipeHaz
project(EC FPproject rumber241346).

The model developed in this work, is initially
validated for the prediction of }D-NaCl
properties, namely desity and phase equilibria,
and is subsequently extended to the moliteg of
H,O-CQ-NaCl mixturs. Moddling results show
that significant binary parameter adjustment is
needed in order to obtain good agreement
between literature experimental data and meld
correlations.

Model description

PCSAFT is a statistical mechanics based Eo0S
rooted to perturbation theory, where the
intermolecular potential is written as a sum of a
reference (dominant) term and a perturbation
term. Accordingly, the residual Helmtwo free
energy, A, is written as a summation of
contributions  from  different  types  of

intermolecular  interactions, that include
repulsive, dispersive and association (hydrogen
bonding) interactions.

In the ePESAFT extension, explicit account of
electrostatic interactions is included. As a result,
ePCSAFT is expressed as:

AR A Aideal

RT RT RT
éAhs+ Achain -‘-Adisp f\assoc qﬁr (1)
SRT RT RT RT ¢ RI

where T is the temperature, R is the gas constant
and superscripts R, hs, disp, chain, assoc and ion
indicate residual, hard sphere, dispersion, chain,
association and iofon interactions. The
individual terms are written in terms of
temperature and density and can be found in
recent publications from the NCSRD gr¢648].

The ionion term is based on Debydlickel
theory according to which:

A ko s
A A e 2
RT 12,0IgTQ'XJq'C‘ @

where x; and q; are the mole fraction and the

charge of ion j, respectively, andk; is the

Boltzmann constant. The theory treats the

solvent as a uniform dielectric continuum with
dielectric constant e). lons arespherical species
that can approach each other to the distanag

which is equivalent to the iodiameter s;. The
quantity ¢, in Eq. (2) is defined as:

e
e
&2 3)
e
e

and k is the inverse Debye screening length
given by

r.€ ..
k= [ B2 (4)
B i

where r is the number density of the system
and z; is the charge number for ior .

In PCSAFT, pure neassociating fluids are
characterized by three parameters that account
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for the molecuéir size 'm' which correspondso

the number of spherical segments per molegule
's " which corresponds to the segment diameter
and the strength of intermolecular energg/k; )
that corresponds to thesegmental potential
energy parameter. For pure associating fluids (in
this case KD), two additional parameters are
used for the associating energy per site®/k, )

and associating volume per sit¢k"®). These
parameters are typically fitted to experimental
vapaur pressure and liquid density data from low
temperatures up to near the critical temperature.
In addition, the number of associating sites per
molecule varies from component to component.

Literature @rameters were wused in all
calculations unless stated otherwise. For the
case of water, two different models were tested:

(a) A 2site model with parameters proposed in
the original development ofthe PGSAFT
model for associating fluidf9]. This model
will be referred to as 0 model 1

(b) A 4site model with parameters proposed by
Diamantonis and Economou[1Q] that
provided accurate correlation of ,8-CQ
phase equilibria over a wide temperature
range. This model is referred to agtHmodel
2.

The parameters for all componentsarined are
provided in Table 2.

Model validation
Pure Component Property Predictian$he case
of O

The newly implemented ePEAFT modelvas
initially validated for pure KD vapar pressure
using experimental data[11]. In Figure 4,
experimental data and predictions from the two
sets of parameters of Tablg are shown. The
overall agreement ofboth of the models with

average absolute deviation (% AAD) is 1.91 % for
the case of PGAFT and 2.84 % for the case of
ePCSAFT.
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Figure4. Vapaur Pressure of kD in the temperature

BinaryMixture Property Predictions The case of
H,O ¢ NaCl

The ePCSAFT model was tested for the
prediction of density for D-NaCl mixtures at
various temperatures and pressures.
Experimental data and predictions from the two
H.O models are shown in Figuddor pressure of
10 MPa at NaCl concentration of 0.5 M. In all
cases, the agreement between experimental data
and model predictions is very good.  Similar
results are obtained for pressure of 50MPa.
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Figure5. Density of ® M NaCl agueous solution at 10
MPa. Experimental data (point§l2], and ePESAFT

experimental data is reasonable. Tipercent Ipi):zt)j.ictionsusing Model 1 (sdd line) Model 2 (dashed
Component m 0)¢ R = =1 Nassoc
(K) (K)
HO (1) 1.0656 3.001 366.512 2500.67 0.034868 2
H0 (2) 2.1945 2.229 141.66 1804.17 0.2039 4
cQ 2.6037 2555 151.04 O 0 0
Na’ 1 1.6262 119.806 O 0 0
CI 1 3.5991 359.66 O 0 0

Table2. PCSAFT / eRSAFT pure component parameters for the components.




Binary Mixture Property PredictioqsThe case of
H,O-CQ.

The PESAFT accuracy to represent thgot CQ
phase equilibria over a wide temperature and
pressure range has been examined extensitgly
Diamantonis and Economou []O0who used
different schemes to account for strong
intermolecular interactions between @ and CQ
moleculesIn Figures, experimental data and PC
SAFT predictions(k 0.0)with model 2 for HO

¢ CQ VLE at 323.15 K are shovilthe agreement
between experiments and model igny good in
all cases.Similarly excellent agreement was
obtained at 373.15 K and 413.15 K.
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Figure 6. H,O-CQ phase equilibria at 323.15 K.
Experimental equilibrium pressurgl3] (points) and
PCGSAFT predictions (line) using model 2 fe®H

On the other hand, Model 1 results show
significant deviations from the experimental data
(Figure 7) which raises questions about the
accuracy of Model 1 when NaCl is added.
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Figure 7. H,0-CQ phase equilibria at 323.15 K.
Experimental equilibrium pressurgl3] (points), PE
SAFT predictions using model 2 fglOHred line) and
PGSAFT predictions using model 1 fgOHble line).

Ternary Mixture Property Calculations,;G-CQ-
NaCl

The ultimate validation of the current
development refers to the ternary -CQ-NacCl
model. The starting point is the data shown in
Figure6 for the binary HO-CQ mixture. If one
adds NaQith increasing concentration, then the
well known saltingput effect should be observed.
Experimental data shown in Figuggor NaCl(M

= 1 and M = Bconfirm this argument resulting in
lower CQ concentration at constant t@perature
and pressure. eRSAFT predictions with model 2
for HO (all three kij = 0.0) result in the opposite
effect. Similar results were obtained for the other
two isotherms examined at 373.15 K and 413.15
K. We must mention here that Model 1 fop®
results in similarly inaccurate predictions.
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Figure 8. H,O-CQ-NaCl phase equilibria at 323.15 K.
Experimental data (pointg)L3] for NaCl = 0.0 M (red
squares), 1.0 M (blue diamonds) and 5.0 M (green
triangles) and eRSAFT predictions using model 2 for
H.O (lines).

In order to improve the model accuracy, a binary
interaction parameterwas added. Preliminary
calculations reveal that a temperature dependent
kij is needed for the CENa+ and the C&CH
interactions. In Figures9 and 10, expgerimental
data and ePSGAFT alculations at 323.15 K and
413.15 K, respectivelyare shown for kCENa+ =
kCQ-CF = 0.735. This kij value correlates well
with the experimental data at 323.15 K but
progressively becomes less accurate as
temperature and NaCl concentration increagst
413.15 K, a kij value of 0.95 is needed in order
for ePGCSAFT calculations to agree with
experiments Clearly the model cannot capture
the complex intermolecular interactions and
additional work is needed.
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Figure9. H,OcCQ¢NaCl phase equilibriat 323.15 K.
Experimental data (points) [7] for NaCl = 0.0 M (red
squares), 1.0 M (blue diamonds) and 5.0 M (green
triangles) and ePSAFT correlations using model 2 for
H,O and koana+= keoacr = 0.735 (linES).
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Figure10. H,OcCQ¢NaCl phase equilita at 413.15 K.
Experimental data (points) [7] for NaCl = 0.0 M (red
squares), 1.0 M (blue diamonds) and 5.0 M (green
triangles) and ePSAFT correlations using model 2 for
H,O and koana+= keoacr = 0.735 (linES).

Conclusions andurrent work

An ePCGSAFT model has been developed and
validated against experimental data and previous
calculations from the NCSRD groufhe work
has revealed severe inaccuracies of -SRAET
model for the case of the ternary,®;CQ¢NaCl
mixture. A temperaturedependent binary
interaction parameter is needed to match
experimental data and model calculations. Thus,
additional work is currently underway in order to
improve modeding performance. Currently, the
NCSRD group evaluates the improved Debye
Huckel term proposed ypJiang and Adidharma
[14] which appears promising for motieg
salting out effects.

ImpactProfiles of Impurities

R. Farret, A. Ceroni, Y. Flauw, N.
Shatf and P. Rivotfi
'LyadAdGdzi bldAzylf
des Risques, France

% Imperial College London, UK
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A number of FP7 projects havéeen initiated,
concernedwith the safety aspects along the CCS
chain. The additional challenge in the CO2QUEST
project is to identify and assess the incremental
risk due to the presence of impurities in a £O
stream. A first step towards this objective is to
undertakean impactprofile riskanalysis for each
part of the CCS chain and each common impurity.
This has been handled by partners at INERIS and
ICL in the past few months.

Impacts mechanisms

To date, an overview of the current knowledge
regarding thekey effectsof impuritiesalong the
CCS chain has been carried dtltis alsgrovides
useful input to the design of a risk assessment
and environmental analysis methodology, based
upon the single and combined impurities effects.
The work undertakenis based on a raje of
impurities identified by partners in another work
package of the CO2QUEST project. For each
impurity, its effects all along the CCS chain are
identified via3 categories of impacts:

w The physical impacts
w The chemical impacts
w The toximlogicaland ecotoxiologial impacts.

Physical impacts

Physical impacts of the impurities contained in
captured C@ streamsare a major concern for
two main reasons. Firstly, the impurities
responsible for these impacts are very common
in the CQ streans producead from the main
capture technologies (preombustion, post
combustion,and oxyfuel combustion). Secondly,
the physical behaviour of the GGQtream has
macroscopic impacts all along the CCS chain. |
fact, by reducing the overall efficiency of the CCS
application or by improving its global cost,
physical effects of impurities could have major
consequences, which have to be assessed and
forecast. Figure 11 depicts example impact
mechanisms.
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Impurities
especially non condensable
| impurities (O, Ny, Ar. CH, H;) |

Physical impacts
mechanisms

|
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Figure 11Physical impacts mechanisms.

Accumulation and higher pressure
underneath the caprock
) ¥ .
' Higher sensitivity to caprock
porosity and discontinuity

Chemical impacts

During transport and storage a CQ stream
experiences a number oflifferent steps and
physical conditions that can lead tsignificant
chemical alterations This alteration of CQ
properties on a chemical level carinstigate
unwanted subsequent reactions Figue 12
highlights some of these possibilities.

Toxical and ecotoxical impacts
Once injected into the storagesnvironment

potential impacts of the CQOneed to be
considered on a lonterm scale. Indeed,
environmental impactsnay still occur inthe case
of loss of containment. Such a loss tenaresult

of either an integrity default of the storage (fault
through the caprock, existing or well) or toaghi
caprock porosity. Concerning toxicity and
environmental sensitivity, even low
concentrationof impurities may have significant
impacts.Figure 13 graphically depicts some of the
toxicity mechanisms.

Chemical impacts -
mechanisms
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Figure 12Chemical impacts mechanisms.
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Toxical and | CO2+Impurities |
ecotoxical impacts

l
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mpacts on human
health

Fiaure 13Toxical and ecotoxical mechanisms.

Matrix tool

For each impurity identified by othgrartners as

a common impurity,all the potential impacts
described above are investigated and displayed in
a matrix tool, with the concentration thresholds
when relevant. An extract of this matrix tool is
presentedas Figure 14
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Geochemical Impact on Impure GO
Storage Reservoir Integrity

Jan Lennard Wolf and Dorothee

Rebscher
Federal Institute for Geosciences and Natural

Resources (BGR), Department of Subsurface Use,

Geological C{5torage, Hannover, Germany

Workpackage3 within the CO2QUEST project
investigates the effects of impurities on the
performance of geolagal storage of carbon
dioxide.Here, puskpull injection tests conducted
at the Heletz test site in lael represent a
prominent part. The study comprises design,
implementation, and modellingThe objective is
to enhance the understanding of changes in the
characteristics of the reservoir during £0
injection in the presence of impurities. Physical or
chenical reservoir propertiecan beinfluenced
by nitrogen or sulfur dioxide, respectivly. In this
context, BGR focuses on the critical geochemical
impacts of impure C{bn the deep saline aquifer.

In close consultation with our partners e
University of Uppsala and Environmental and
Water Resources Engineering, Haifa, a set of
input parameters were agrekupon, backedby

data from Heletz field experiments, laboratory
work, in addition toliterature data. Based on this
data set, a simpgl radially 2D model was
constructed The layers of interest in thEleletz
saline aquifer comprisehree sandstone layers
and two adacent shale layers, represented in the
model by 15 x 50 cells. The numerical simulator
TOUGHREACT with its module ECO2N is applied
to simulate the relevant reactive transport
processes, focussing on the chemical impacts of
the impurity compound &, on the brinerock
system in the target sandstone. During the first
part of the simulation, CQs injectedat a rate d
0.28 kg/s, mjected with 2 mol KD dissolved SO

as impurity, and 0.0054 kg/s NacCl in order to fit
the requirements of the simulatoand maintain
the saline enviroment. The injection phase
covering a time span of 10brs,is followed by

a subsequent relaxation phase of 144 h.

As a first result, it can be veryfied that the areas
of chemical impact of G@&nd SQ@are separated.
The eféct of SQ is characterised through the
formation of sulphuric acid leading to a region of
very low pH value in the vicinity of the injection
well with a radial extent oapproximatelys m,as
shown in Figure 15. The low pH value
subsequently evokes a higheactivity of the
minerals and intense release of metal ions as

—_ -
o (6]

(8]

vertical distance z to injection [m]

o

10

o

.
20
horizontal distance x to injection [m]

30

Figure 151n the radially 2D model, changes in pH value at the end of the relaxation phase show very low pH valu
to the injection point after an injection phase with subsequent relaxation phase covering a time span of about 1
and a coinjection of abdul00t CQ and 3t SQ. In the vertical plane, changes in pH value reach the border between
highest shale laye2 and the middle sand layer W at distances of approximately 10 m. The region defined K
multicoloured areas portrays the part of theosage formation affected by the pugbull test. The so far unaffecteg
domain remains in the dark bluish background colour. Note that only the vicinity of the injection site is shown,
whole lateral extent of the model covers 1060 In the vertical he highest pH values are found in the lowest sandstq

layer 5, featuring a height of 4.
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Figure 16.Spatial distribution of gas saturation Sg in the 2D model. After an injection prilssubsequent relaxation
phase, the radial extent stretches to almost 20 m. In the vertical, the plume is constrained by the shale layer
vertical distance of about 10 m. The highest saturation is situated at the first contrast in permeabiitglydbelow the
border between sand layer A and shale layer 4 at 4.8 m.

mineral constituents. The influence of £&€n be
seen by the wider lateral extent of the gas
saturation of the plume, with a spreading of
almost 20 mas inFigure 16. The physical impact
due to injection, i.e.the pressure dissipation, is
almost 10 times larger amounting to
approximately 200 m in its horizontal distance to
the injection cell.

11




Material Properties for Carbon Steel
Pipeline Materials for CQ Transport

D. Van Hoecke and S. Cooreman
Onderzoekscentrum voor Aanwending van Staal,
OCA3.V., Belgium

As discussedin the previous newsletter, three
different material grades are being characterised
in the CO2QESTproject, namely X65, X70, and
X80. The first tw grades are already used in
existing C@ pipelines, whilstthe third grade
(X80) is not yet in service Investigating this
material may provide some insights on its
usability for C@pipelines. Important aspects for
material selection are:

1 The response to impuritiesuch asH,S
which may cause sulfide stress cracking.

1 Corrosion behaviour: Tie CQ stream is
likely to contain impurities affecting the
corrosion of pipelines and thus pipeline
integrity. Samples of the selected steel
grades have been prepared and are being
exposed in a lab simulator of another
project partner to a CQ gas stream
containing typical impurities to investigate
the corrosion behaviour experimentally.

1 Low temperature behaviourA leak in a
buried CQ pipeline can lead to substantial
cooling of the surrounding soil lowering the
pipe temperature.

To narrow @wn the mateial choice and select
the most suitable for more detailed
investigations, Charpy and Battelle drop weight
tear tests were conducted on the three steel
grades. The Charpy testsults are given in Figure
17 whichshows that the X70HIC matertzd the
highest Charpy toughness, aifdone takes into
account the higher thickness of the test X70
material, it has a similar behaviour in Battelle
testing. Since it is also relatively resistant to
(accidental) E5 exposure, the X70HIC was
selectedfor this project ashe preferred choice

for more indepth characgrization and validation
tests.

150

e
-
L3
. -
-

150 > * XESHIC < WY 12.5 mvem

Absorbed energy |J)

® XOMIC - WY 14 mm
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i g v 8O it
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Figure 17.Transition curves for the three materials
using Charpy samples

The actual behaviour of the steel during a,CO
pipeline failure is not likely to be predictable

solely by Charpy and Battelle tests since it also
depends on the gas decompression behaviour
leading to specific fracture conditions for the

material (i.e. temperature, stress concentrations,

high deformaton speeds, etc.). To tackle this in a
universal approach, activities have concentrated
upon:

1 A numerical strategy to couple the hybrid
ductile-brittle damage model used by OCAS
to the CFD model of UCL describing the gas
decompression.

1 Improvement  of
criterion.

1 Fine tuning of the parameters of the
damage model for the operating conditions
typical for C@pipeline failures.

the brittle fracture

The damage model was not optimally calibrated
for high deformation speeds. Therefore,-salled
Hopkinson bar expéments were carried out to
quantify the material response at strain rates
above 500 /s which can be observed during crack
propagation. Figure 18 compares the fine tune
correction function (red solid line) to the old
correction function (black solid line).
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Figure 18.Strain rate dependency in fracture model
before and after new Hopkinson bar data

As next steps the brittle fracture criterion will be
implemented in the Abaqus damage model. The
coupling of this model with the CFD model will be
tested and optimised if necessary. Next to this
the material and damage model predictions will
be validated 8ing medium scale crack
propagation experiments and small and medium
scale CO2 release experiments by other partners
on components containing an artificial defect.

Medium Scale Experimental
Investigation

J. Hébrard, DJamois and C. Proust
LyadAddzi brdazyltt RS f
des Risques, France

INERIS isconducting controlled mediurscale
experiments involving high pressure releases of
CQ containing a range of impurities. The
experimental rig and techniques developed
during the CO2PipeHaz pject [15, 16] have
been re-used in order toestablish a better
understanding of the influence of the presence of
impurities on both the flow inside the pipe and
on the externaldispersion. Measurements in the
nearfield and in the pipeline outflow will allow
the further developnent of databases and will be
used for the validation of mathematical models

The rig and equipment developed ithe
CO2Pipebiz project is shown in Figure 19 (Left).
This includesa 40 m log, 50 mm nternal
diameter  pipeline, with  pressure and
temperature transducers placed along the tube
at intervals of 10 meters. The nedfield is also
instrumented with pressure transducers and
thermocouples. Equipment hasalso been
especially developedtbeadaptable to the study
of the ‘flash zone'and is shown in Figure 19
(Right)

A transparent section is also installed in the
centre of the pipe, and he inside flow is
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visualised during the release with a high speed
camera.The pipe is filledvia a punp, and the
transparent sectionalso permits acheck upon
the level ofliquid CQ in the pipe.

A particular focus isnade upon the mass flow
rate measurement. To this endglectronic
measuring equipment recordsdata at six
weighing points. A weighing mass$ visiblein
Figure 19 (left). Two tests have been run with
100% of CO2 liquid. The experimental conditions
are presented on the next table:

Test n°® 1 2
Pressure [Bar] 55 65
Ambient [°C] 18 25

temperature
Orifice diameter [mm] 6 12

Table 3.Experimental conditions

The evolution of the mass versus time, at each
measurement point, is presented Figure 20 for
the two tests. Before the release, the total
measured mass is not uniform over all measuring
points, and rangesfrom 45 kg to 90 kg. These
disparities can be explained by the presence of
different equipment on the pipe (measurement,
filling, mixing, transparent sectijpn

Fgure 20 also presestthe evolution of the mass
released versus the time. &Hirst period (a few
hundred milliseconds afterthe start of the
release) corresponds to the short timauring
which the fluid inside the pipe is nucleating but
appeas homogenous. The next periodl(3 for
test 1 and 5 s for test 2) corresponds toe
period where a defined twghase mixture is
present in the pipe and the level of liquidabove
the orifice point U n Figure 20)Subsequently
the level of liquid reaches the orifice (O). After 26
s for test 1 and 11 s for test 2, the level of liquid is
below the orifice (D). The twphase flow ends
after less than 2 minutes for test 1 and
approximately 25 s for test 2 when the fluid
becomes vapor.

The mass flowate measurement is crucial the
validation of the model$17], and its evolution is
calculated by a temporal derivation of the mass
releasedand is presented in Figure 21 for the
two-phase flow. The different phases of the
releases are identified on the figure depending
uponthe liquid level in the pipe.

Anather issue for modellers is th@ssumptionof
adiabaticity INERIS has added hdkatx metersto
the skin of the pipe in order to measure the heat
exchanges betweeit and the surroundings An
example of the evolution of the heat fluxes are
presented for test 2n Figure 22.
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Figure 20Evolution of total mass, and mass released, versus time.
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Figure 21 Mass flowrate.

The blue line corresponds to the probe placed
the top of the pipe (gas), andh¢ second probe is
located on the bottom (red) corresponding to the
liquid.

In addition, insulation has been adde&athe pipe

in order to facilitate the interpretation of the
experimental results andssistmodellers.
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Figure 22Heat fluxes measured on the top and on the
bottom of the pipe
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Techneeconomic Assessment

N. Mac Dowell, N. Shah

Imperial College London, UK

Whole-systems modelling

Partners at ImperiaCollege London are applying
a multiscale modelling approach to the analysis
of a CQ capture and transport system. Focus is
upon the development of a series of scale
specific models which interact across a range of
length and time scales. This approach is
particularly relevant to the CO2QUEST project as
the hourto-hour behaviour of the COsources
within a given decarbonised bubble will dictate
the flow-rate and composition of the G@n the
transport network. This modelling approach is
illustrated inFigure 23 below.

As our energy system evolves, incorporating ever
greater quantities of intermittent renewable
energy, so too will the roles of the various
generators which contribute to this system. This
is illustrated inFigure 24 As can be seen, as we
move from the 2030s to the 2050s and beyond,
the role of CCS plants within the energy system
significantly changes, and the ability to operate in
a flexible, loadfollowing manner becomes more
valued.

In our recent work , we have applied the trg

of Grossmann and Sargefit8] to dynamic, non
equilibrium modelsof a decarbonized power
plant [19-26] and evaluate three distinct options
for flexible operation:

1. Solvent storage; a portion of solvent is
stored during periods of peak electricity demand
and regenerated during offeak periods

2. Exhaust gas venting, a portion of the
exhaust gas is vented during periods of peak
electricity demand

3. Timevarying solvent regeneratiog CQ

is allowed to accumulate in the working solvent
during periods of peak electricity demand and the
solvent is mee thoroughly regenerated during
off-peak periods

In all cases, we use a lcéallowing power plant
with postcombustion C@capture as a reference
case. We evaluate each option for flexible
operation based upon théntegrated degree of
capture (IDoQ and cumulative profit realized by
the power plant over the course of the
simulation. Our economic considerations are
based on both fuel (coal and gas) prices and a
cost of C@emission based on the carbon price
FE22NJ LINPLI2ASR o0& G(G(KS |
and Climate Change . The time period we ar
considering is the early 2080

In this section, we present the results of our
optimization problem. For all scenarios, the

time scale §

month +

network

molecule

+ + +
1pm 1nm Tum

1 mm 1 km length scale

Figure 23lllustration of multiscale modellingancept.
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optimization  problem solved was the
maximization of profit subject to the end point
constraint of the IDoC being greater than or equal
to 90%.

Loadfollowing

This was our benchmarlscenario. Here, the
capture plant was designed and the operating
parameters specified via a steady state
optimization as desied in our previous paper
[27]. We evaluatedthe effect of a multiperiod
dynamic optimization had on the end design of
the plant. However, as the duration of the period
for which the power plant is operating at full load
is long relative to the period for which the power
plant is operating at partold, the multiperiod
design was essentially identical to the steady
state design, and the solution period of the
steady state design problem was an order of
magnitude faster than that of the muifieriod
problem. Thus, in this case, all operating
parametes in the C@capture plant, i.e., the L/G
ratio, lean loading, /.. Sohent inlet

temperature, T>*" etc., were held constant
throughout the simulation

It can be observed from Figui®s that, as the
capacity fator of the power plant changes, so
too does the instantaneous degree of capture
(DoC), albeit by a very small amount. This is
associated with the changing gas and liquid
flowrates in the absorption column leading to a
variation in the effective surface ea in the
packed section. This implies that if the duration
or frequency of periods of dynamic operation are
long or great relative to the duration or
frequency of periods of steady state operation,
the IDoCzould be reduced as a result.

-+

T (hev)

Figure 25.Degreeof CQ capture varying with power
plant capacity factor (CF).
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Figure 26.An analysis of the various financial streams
associated with the generation of low carbon
electricity in the case of conventional load following.

lllustrated inFigure 26 we provide anevaluation
of the various financial streams associated with
the power plant. It can be observed that the fuel
cost per MWh is slightly increased during periods
of operation at a low load factor in compariso-
with periods of operation at a higload factor.
This is commensurate with the decrease
efficiency of the power plant under this mode c
operation. The cost associated with £fission

is similarly elevated during this period
commensurate with the slightly reduced DoC
illustrated in FHgure 31. Finally, as the plant is
operating at an essentially constant degree
capture of approximately 90%, it can be
observed that the CQprice exerts an important
influence on the profitability of the plant.

Solvent storage

In this scenarip in order to decouple the
operation of the power and capture plants, we
consider the option of storing a fraction of the
rich solvent during periods of peak electricity
prices and subsequent regeneration of the
solvent during periods of offeak -electricity
prices. Here, the extra parameter to be
determined is the quantity of solvent stored or
regenerated in each time period. Therefore, this
is a multiperiod, piecewise linear dynamic
optimisation problem. As can be observed, when
electricity prices are lowestthe flow-rate of
solvent to regeneration is greatestSimilarly,
during periods of peak electricity price, rich
solvent is directed to storage, bypassing the
regeneration process

I

1

Electricity Price (£/MWhr)

Solvem Floweate (kmol's)

Time thrs)

Figure Z. An analysis of the solvent storage and
regeneration is presentellere.

The advantage of the solvent storage strategy is
that it reduces the quantity of steam required for
solvent regeneration during key periods of peak
electricity demand, as illustrated in FigLz8.
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Figure B. Steam requirement for solvent
regeneration under the solvent storage option

However, the availability of steam is a major
constraint on the amount of solvent which can be
stored during periods of peak electricity demand.
It was a constraint in this problem that whatever
solvent was stored during periods of peak
electricity prices had to be regenerated during
off-peak periods. This meant that it was only
possible to store approximately X of the total
solvent flow. This corresponds to a cumulative
volume of stored solvent of appraxately 11,750
m° of solvent over both periods.
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Exhaust gas venting

In this scenario, the power plant ramps up anc
down, but in order to decouple the operation of
the power and capture plants, we consider the
option of venting a fraction of the exhauglas
during periods of peak electricity prices. Here, the =
extra parameter to be determined is the quantity
of exhaust gas to be vented in each time period
Therefore, this is a mulperiod, piecewise linear
dynamic optimisation problem. The key result of
this optimization problem is illustrated in Figure
29 below.

(£ MWhe)
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Figure ®. Exhaust gas venting. In this scenario,
approximately 23% of the exhaust gas was vented
during periods of peak electricity prices.

As can be observed from Figur2d, during
periods ofpeak electricity prices, approximately
23% of the total exhaust gas was vented. In this
scenario, we departed from the conventional
procedure of capturing 90% of the ¢a@t all
times. Rather, of the exhaust gas which was
introduced into the absorption camn, 95% of
the CQ was captured. However, during the
periods of exhaust gas venting, the DoC fell to
approximately 74 %, increasing the carbon
intensity of the electricity generated to
approximately 225 kg/MWh. This is illustrated in
Figure 30. It is noed that the venting of this
guantity of CQ@ had the primary consequence of
imposing a significant cost penalty on the
profitability of the plant and the secondary
consequence that it was not possible to solve the
optimization problem with the engboint
cord i NI Ayl 2%. Hére this hackto ben
loosened to 8%%.
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Figure 30.Variation in DoC with exhaust gas
venting. It can be observed here that the
absorber DoC remains approximately constant.

Time-varying solvent regeneration

In this section, weevaluate the option of using
the working solvent as means to provide
flexibility to the power plant. This is achieved by
allowing the C®to accumulate in the working
solvent during hours of peak electricity prices and
regenerating the solvent more compédy during
off peak periods. This is not storing solvent
separately to the capture plant; this is storing O
in the solvent which is circulating within the
capture plant. This means that the lean loading of
the solvent is no longer a tiri@variant proces
parameter. Rather, this control vector is now
parameterised such that it is expressed as

gL, = & +'b + (5)

where g is the function describing the way in
which g, varies across a given petidk, a*,

b* and g* describe this function in each period
k and finallyt is the time in each perio#. Here,
the variablet is set to zero at the beginning of
each new period. The only additional constraint
we have imposed upon the optimisation problem
by this formulation is the quadratic nature of the
parameterisation. This could have equally been a
cubic or higher order pohomial, however a
guadratic polynomial was chosen in the interest
of simplicity. Further, we did not constrain the
values of the coefficients of this polynomial, i.e.,
the magnitude of the subsequent behaviour was
strictly a function of the process respan$o the
time-varying electricity prices. The results of this
optimisation problem are presented in Figure 31.
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Figure 3. Solvent regeneration as a function of time
and electricity price is shown here.

As can be observedndas opposed to operating

at a constant lean loading (the continuous blue
curve), the degree of solvent regeneration varies
in sympathy with the prevailing electricity price,
as might be expected for the solution of this kind
of optimisation problem. The solvent is deeply
regenerated dring periods of low electricity

price, whilst C@is allowed to accumulate in the
working solvent volume during periods of high
electricity price. This has the effect of allowing
the plant to direct substantially less steam to
solvent regeneration operains when the

opportunity cost associated with doing so is high.

Obviously, following this kind of operating
strategy will have the effect of varying the carbon
intensity of the electricity generated

e Hase Carne

Exhauwt Gas Venting

Solvent Storage

Fime Varying Regeneration

i;'i oy

-

Fune (hes)
Figure 2. Cumulative profit available for each
option.
It is finally instructive to consider thagfitability
of the power plant, whichs illustrated in Figure
32. It is apparent that the solvent storage option
offers marginally grdar profitability (circa

£374k) whe& compared with the base case (circa
£399.6k), approximately a &6 improvement,
whereas he exhaust gas venting option (circa
£298.6k) is approximately 1% less profitable
than the base case. Finally, the variable solvent
regeneration option (£417.5k) is 166 more
profitable than the base caseenario.
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Development ofNear-field Dispersion
Model

R.M. Woolley M. Fairweather and

S.A.E.G. Falle
University of Leeds, UK

Following the puncture or rupture of a GO
pipeline, a gadiquid droplet mixture or gas
alone will be released to atmosphere and
disperse over large distances. This may be then
followed by gassolid discharge during the latter
stages of pipeline depressurisation due to the
significant degree of anling taking place. The
possibility of releases of threphase mixtures
also exists. This paper focuses on the detailed
mathematical modelling of the nedteld
characteristics of these complex releases, since
predictions of major hazards used in risk
asessments are based on the use of néeatd
source terms that provide input to fdfeld
dispersion models.

Because the preto postexpansion pressure
ratio resulting from a release will initially be
large, the sonic velocity will be reached at the
outlet of the pipeline and the resulting free jet
will be sonic. This pressure difference leads to a
complex shock cell structure within the jet
which for the initial highly undeexpanded flow
will give rise to dlow that contains a Mach disk
followed by a sees of shock diamonds as it
gradually adjusts to ambient coriiins.
Subsequently, consideration has to be made to
the complex physics representing the effects of
compressibility upon turbulence generation and
destruction. Also, thebehaviour of amulti-
phase nonideal system has to be represented
by the incorporation of a noideal equation of

state to represent mastansfer between
phases at a range of temperatures and
pressures.

Turbulent flow modelling

Descriptions of the numerical approaches to the
solution of the fluid dynamics equatiorspplied
are presented elsewherf28], and not repeated
here. Also, the last newsletter discussed the
application ofmodified two-equation turbulence
models to represent a compressible system,
which shall not be revisited. With respect to two

equation turbulence modelling howevelt is
now widely accepted that the main contributor
to the structural compressibility effég is the
pressurestrain term (P,) appearing in the

transported Reynolds stress equation29].
Hence, the use of compressible dissipation
models is now considered physically inaccurate,
although their performance is good.

Ignoring the rapid part of the pressurstrain
correlation, Rotta [3] models the term as
Equdion (6) where e is the dissipation of
turbulence kinetic energy, ant, is the Reynolds

stress anisotropy, as defined in the first term of
Equation (3) below:

= Cefy ©)

Later, this model was extendeg@1] to directly
incorporate terms arising from compressibility
effects as Equatio(¥):

P, = €1(1 bMtz) l%] (7

where H6M, is a function of the turbulent Mach
number, vanishing in an incompressible flow.

Prior to this developmen Jones and Musonge
[32] LINPDARS | Y2RSH a2 I
element of the correlation. Defining a function
for the fourth-rank linear tensor in the strain
containing term with the necessary symmetry
properties, they obtain:
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part as previously defined as Equatids), (k is
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the turbulence kinetic energy,r the mean

density, ¢, the Kroncker delta, andijui and G

the Favreaveraged Reynolds stresses and
velocity components, respectively.

Defining the gradient and turbulent Mach

numbers as:
M,? §I and M, Mﬁ 9)
a a

Gomez and Girimaji [33ntroduce corrections to
their derivation of P, as Equation (5), which is

implemented in terms of a maodification to
Equation (8) in the current work:

Py = €(M)h ?Q(NL)T‘ (10)

The turbulent Mach number is the ratio of the
magnitude of the velocity fluctuations to the
speed of sound, and thelependence of the
Waf 26 Q LIthhIdegrdSoF infliéhdedof
dilatational fluctuations. The gradient Mach
number characterises the shear to acoustic time
aoltSaz FyR AGa
corresponds to the fluctuating pressure field
which arises due to the presence of the mean
velocity gradient.

Figure 33 depicts the application of these
turbulence closures to the prediction of
centreline axial velocity, normalised by the
magnitude at the nozzle exit, fothe highly
under-expanded air jestudied byDonaldson and
Snedeker [3} Results oldined using the ¥
model and its associated correction attributed to
Sarkar, Erlebacher [B®an be seen to conform
with observations previously made with respect
to the moderately undeexparded air jet. In this
case, the initial shock structure is poorly defined
by the standard model, and the ovpredicted
dissipation of these phenomena is considerable
by ten nozzle diameters from the jet outflow. The
Sarkar modification to the turbulencesdiipation
goes some way to reducing the owvarediction
up to approximately 15 diameters, but the
resolution of the initial shockaden region
remains poor, and the solution subsequently
becomes overly dissipative.

The Reynolds stress transport model withe
closure of the pressurstrain correlation
attributed to Rotta [P] notably improves upon
the resolution of the shock region and the
prediction of the dissipation of turbulence kinetic
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Figure33. Normalised velocity predictions
(topcks > YA RRf ScReynRdso :
stress)plotted against experiment.

energy. The introduction of a compressible
St SyYSyid G2 GKS watz26Q
discussed byKhlifi and Lili [3]L effects an
additional increase in peak magnitude predictions
in the near field, although has little effect upon
the  subsequent downstream  turbulence
dissipation. The application of a model ftre
WNJ LA RQ LI NI -staid terin £33,
incorporated with the simple model of Rotta for
0KS Wwat26Q LI NI LINR@ZSa
with respect to predictions of both the shk
resolution and the turbulence dissipation. This is
again improved upon by the introduction of
corrections based upon the turbulent and
gradient Mach numbers as outlined yomez
and Girimaji [3R
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Thermodynamics modelling

The PengRobinson[36] equation of state is
satisfactory for modelling the gas phase, but
when compared tdhat of Spanand Wagner[37],

it is not so for the condensed phasas
demonstrated by Wareing, Woolley [3B
Furthermore, it is not accurate for the gas
pressure below the triple point and, in common
with any singe equation, it does not account for
the discontinuity in properties at the triple point.
In particular, there is no latent heat of fusioA.
number of composite equatios of state hae
therefore been constructedby the authors for
the purpose of comparingperformance in
application to practical problems of engineering
interest In theseg the gas phase is computed
from the Reng-Robinson equation of state, and
the liquid phase and saturation pressure are
calculated from tabulated data generated with
the Spanand Wagner equation of stateor from
an advanced model based upon statistical
associating fluid theory (SAFT7]. Solid phase
properties are obtained fronan available source
of thermodynamic data for GO the Design
Institute for Physical Proptes (DIPPR) 801
database(http://www.aiche.org/dippr), or from a
recently developed model attributed tdager and
Span [39.
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Figure34. Saturationline internal energy
anddensity predictions of pure G@sing
three different equatiors of state
compositions.

Under the remit of the CO2QUEST FP7 project,
the development ofa Physical Properties Library
(PPL)F YR KSy OS GKS
capable of predicting physical and
thermodynamic propertis of pure C@and its
mixtures has beerundertaken The PPL contains
a collection of models which can be applied
regardless ofthe application, and include a
number of cubic formulations such as those
described by Peng and Robins@md Soave, and
the formulation of Span and Wagner. Also
available is the analytical equation dfokozeki
[40], and the advanced molecular models
described asSAFT and PEAFT byGross and
Sadowski [P A comparative study of the
performance of these equations of state has
been undertaken using experimental data of
high-pressure Céreleases for validation. Due to
space restrictions, a representative sample of
these results is presented which include the
composite moel described above, and the RPL
derivedJager and Span [Btnodel coupled with
both Span and Wagner [3and SAFT. Figure 34
depicts density and internal energy predictions
for both the condensed and the gaseous phases
on the saturation line for a pure GQystem
obtained using these three different
approaches. Importantly, it can be seen that all
models incorporate the latent heat of fusion
which must be considered over the ligusdlid
phase boundary. They can also be said to
similarly represent the interal energy of the
liquid phase, although a discrepancy is observed
with the composite model. This can be
attributed to the inclusion in that model of a
small value to ensure conformity witBpan and
Wagner [37 in terms of the predicted difference
between gas and liquid energi¢38]. The major
discrepancy in predictioniges in the soliephase
region, in that the composite model is in notable
disagreement with the models incorporating
Jager and Span [B9This can be attributed to
the sources of experimental data used in the
derivation of the repective models, and the
reader is referred to these papers for further
information regarding the data sources.
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Validation against experimental C@eleases
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Figure 35Mean density and temperature predictions
of a large scale, sonic release of,(@tted against
experimental data.

Figure 35 presents sample density and
temperature predictions obne of the largescale
test cases used for the validation of the code,
obtained using the secomthoment turbulence
closure [33] and three of the composite
equations of state. Undertaken by INERIS, the
experimental parameters were a reservoir
pressure of 83 bar, an exit nozzle diameter of
12.0 x 1G m, and an observed mass flow rate of
7.7 kg 8. The predictions are of the veryear
field of the jet, encompassing the nozzle exit,
and in the case of the temperature, extending to
0.5 metres downstream. This equates to a
distance of approximately 42 nozzle diameters
(d), and the Mach disc can clearly be seen as a
stepchange in temprature just before 0.1
metres. Temperature predictions are in good
guantitative agreement with experimental data
within this region, although it is difficult to
assess how the model performs qualitatively
due to the resolution of the temperature
measuremats available. The difference in
predicted solidphase properties can be seen to
influence the temperature predictions most
notably in the region 0.02 metres to 0.1 m,
where the composite model predicts a warmer

jet. Not unexpectedly, this region coincidesth
the system passing through the triple point at
216.5 K, being notable by the small stefpange
in the temperature curve of Figurg5, and the
subsequent freezing of the liquid €O

Density predictions derived from the three
models appear to be in gaoagreement within
the very neaffield, although closer scrutiny of
the predictions reveals the effect of the
different solidphase models. Contrary to
intuition, the composite equation predicts a
slightly higher density in the first 0.03 metres,
but convesely predicts a slightly higher
temperature in the region bounded by the triple
point and the stationary shock. It is considered
that this observation is due to two factors.
Initially, the predicted density of the liquid
release obtained from this moded igreater due
to the observed differences in the liqughase
predictions (Figure 34). Subsequently, as the
system passes through the triple point, the
composite model predicts slightly higher
temperatures for the soligphase, which relates
to a small corection in the density, bringing
them in to line with the PRHerived models.

Further downstream, and with reference to
Figure 36, predictions obtained using the
Reynoldsstress model ofGomez and Girimaji
[33] and the composite equation of state, are
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Figure 36 Mean temperature predictions within
a large scale, sonic release of,@tted
against experimental data. 1




conforming with experimental data both
qualitatively and quantitativelyalthough a slight
over-prediction of temperature can be seen
across the width of the jet and also with
downstream progression. This is indicative of a
marginally oveipredicted rate of mixing, Hhine
with previous observations made of the
turbulence moel validations. It can be said that
the secondmoment model outperforms the ks
approach when coupled with the composite
equation of state, in that the rate of mixing is
better represented. This is manifest as a notable
under-prediction of temperatures aing the jet
axis and also across its width, where the shear
layer of the jet is observable as a temperature
change of steep gradient, not observed in the
Reynolds stress predictions.

Presented are sample results from a number of
turbulence and thermodynarog models which
have been developed to accurately predict the
flow structure and phase behaviour of accidental
releases of higipressure CO for engineering
applications. An excellent level of agreement
between modelling approaches and experimental
data ha been observed.

The impact of impurities on storage

J. Bensabat and R. Segev
EWRE Ltd., Haifa, Israel

EWRE work has focused on the configuration of
the field experiment aimed at investigating the
impact of impuritiesupon the storageof CQ.
Firsty, we have reviewed majdikely impurities
emitted with CQ from the capture systes and

it was suggested to use oneith a potential
geochemical impact (S¥0and one with potential
physical impact (M. Simulations of thbehaviour

of these impuritiesupon the reservoir were
conducted in order to determine suitable mass
fractions that induce a detectable change in the
reservoir response. Once the impurities and the
mass fractionare known wewill then proceed to
the preparations ofthe experiment in the field,
and the actuaprocedure for theinjection of the
impurities with the C@ We have reviewed three
options: 1) purchasing a prepared mixture of,CO
N,, and S@, that could be injected directly; 2)
conducting the mixing at thevellhead of the
injection well;and 3) conducting the mixing &t
depth of approximatelyl,000 m, as the injection
well has an independent connection from the
ground surface to this depth.

The field experiment will take place at Heletz
(Israel), where twodeep wells (1650 m) fiyl
instrumented for monitoringdown-hole pressure
and temperature, continuous temperature
sensing via optical fiber, fluid sampling, fluid
abstraction and CQ injection Design and
procurement (or rental) of the equipment
needed for the injection of the impurities is
currentlyunder way.

The experiment is planmkfor the first quarter of
2015
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Figure 37.Aerial photography of the site (and the
wells)

Injection Well - Heletz 18-A
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Figure 3. Structure of the injection well
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